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Hello
My name is Irene Sucameli and 
I work in the area of computational
lingustics, human-AI interaction, AI
ethics and AI in education

Lots of AI stuff... can you guess what
today’s about?



1 . Introduction to Artif icial  Intel l igence
2. Language Models an Large Language

Models - overview
3. How to train a LLM
4. Instruction-tuning & RL
5. Prompting
6. First tutorial

What we’ll talk about -
Morning 



1 . LLMs practical applications
2. AI tools for digital humanists
3. Second tutorial
4. Ethical implications
5. What’s next
6. Conclusions

What we’ll talk about -
Afternoon



Introduction to:
Artificial Intelligence



What is AI?
Artificial Intelligence is the ability
for a computer to think, learn and
simulate human mental
processes, such as perceiving,
reasoning, and learning.



Introduction to AI

A system acts intelligently if:

its actions are appropriate for
its goals and circumstances,

it is flexible to changing
environments and goals,

it learns from experience.



Goals of Artificial Intelligence

Enhancing efficiency and
productivity by automating
tasks and processes.

Improving Decision Making:
providing data-driven insights,
predictive analytic.

Solving complex problems
analysing vast amounts of data
and identify patterns or insights.

Natural Language Understanding:
understand and generate human
language, facilitating HMI. 



AI can be used for
different situations Virtual assistance

Autonomous vehicle

Chatbots
E-commerce

Recommendation
systems

Navigator apps



A brief history



AI and ML

The terms artificial intelligence and machine learning are
frequently used interchangeably but:

Artificial Intelligence: machine’s ability to
mimic human thought while carrying out tasks
in real-world environments.

Machine learning: algorithms that allow systems to
recognize patterns, make decisions, and improve
themselves through experience and data.



AI and ML

Machine learning is a subset
of the larger category of Al.

One of the main approaches
to achieving the goal of
simulate intelligent
behaviour with machines

Artificial Intelligence (AI)

Machine Learning (ML)



AI, ML and LLMs

Today’s focus

Artificial Intelligence (AI)

Machine Learning (ML)

Large
Language
Models
(LLMs)



Introduction to:
Language Models



Human language is hard

"She saw the man with a telescope"
Who has the telescope?

“We went to the river bank. I need to go to the bank to make a
deposit"
Multiple interpretation due to structure and wordplay

"I'm feeling blue today"
Semantic ambiguity due to idiomatic expressions



Human language is hard

Multiple language phenomena, each with its own
complexity (syntax, lexicon, semantics, pragmatics).

Language changes over time and space.

Simple heuristics to computationally model language
 are doomed to fail.



What is a
Language Model?
A Language Model (LMs) is a computational
model designed to understand and generate
human language.

Understand words with distributional semantics

Generate words based on previous ones



YOU SHALL KNOW A WORD
BY THE COMPANY IT KEEPS. 
- JOHN RUPERT FIRTH

WHAT DOES IT MEAN?

https://it.wikiquote.org/wiki/John_Rupert_Firth


The distributional hypothesis

Idea: Semantically similar words
tend to occur in similar contexts.

The meaning of a word can be
inferred from the distributional
patterns of other words that
frequently appear nearby in a 
given corpus.



An example

Train a model to predict words based
on their contexts:

A [MASK]ed word in a sentence 
The next word given previous ones 

The model learns the statistical
distribution of words (their
embeddings).



Embeddings

Embeddings are the n-dimensional
representations of words/sentences
that encode their meaning.

Similar embeddings (= close in the 
n-dimensional space) represent
linguistic events that have similar
meanings.



Text generation
Given the learned probability distribution and an input
sequence, we can try to predict what is the next most
likely token of the sequence.

The language model can learn 
to predict the next character 
from the sequence of previous
ones using a NN, such as the 
Long Short Term Memory (LSTM).



Word2Vec:   

used to learn word embeddings from large datasets,

embeddings are context-independent (single vector for each word,
based on all the contexts in which that word appears in the corpus)

cannot generate vectors
OOV words. 

Some LMs:



BERT (Bidirectional Encoder
Representations from Transformers):

supports OOV words,

is built on Transformer’s
encoders,

generates context-dependent
embeddings.

Some LMs:



Transformer is an architecture for Seq2Seq tasks. 

It replaces the traditionally LSTM elements with       
a set of encoder/decoder elements based on        
the attention mechanism. 

Transformers

Transformers use the attention mechanism
to observe relationships between words 
and allows to parallelize ML training.



Attention is a simple mechanism
that relates the elements of two
sequences to identify correlations
between them. 

The attention values are used by
the network to prioritize relevant
information.

Attention



The elements of the Transformer are the foundation
of many recently proposed language models.

Transformers

Denoising models, like BERT, which predict
a masked word in a bidirectional context.

Generative models, like GPT, which predict
a word given the preceding context.



Some LMs
GPT (Generative Pre-trained Transformers)

Generative means "next word prediction."

Pre-trained.The LLM is pretrained on massive amounts
of text from the internet and other sources.

Transformer.The neural network architecture
used (introduced in 2017).



GPT (Generative Pre-trained Transformers):

uses Transformer’s decoder with a masked self-attention mechanism;

only considers the left context when making predictions;

has access to more information (training data) than BERT.

Some LMs

Using masked attention is it
possible to ensure that each
prediction is based solely on
the preceding context.



From
traditional
LM...

The previous DSMs generated
word embeddings used to solve
a specific task (the "one-task, one
model" approach).



... to Foundation 
Models
Pre-trained on 1+  languages in unsupervised tasks.

Are adapted to different tasks through:

fine-tuning: Adapt the model to a specific
downstream task,

prompting: providing the model with an instruction
as input sequence (prompt).



Foundation Models
Use great amount of data and are adapted to different tasks

Images from www.appypie.com and blogs.nvidia.com



Large Language 
Models



What are
LLMs?
“Large Language Models (LLMs) are a
category of foundation models trained on
immense amounts of data making them
capable of understanding and generating
natural language and other types of content
to perform a wide range of tasks.”

Source: IBM



What are
LLMs?
“In a nutshell, LLMs are designed to
understand and generate text like a human, in
addition to other forms of content, based on
the vast amount of data used to train them.”

Source: IBM



LLMs

Models trained on
massive datasets to
achieve advanced
language processing
capabilities

Artificial Intelligence (AI)

Machine Learning (ML)

Large
Language
Models
(LLMs)



LLMs: 
history 
& overview



LLMs: 
history 
& overview



Dimensions
Distributional models have been characterized by exponential growth in
both their architecture and the amount of training text.  

BERT Large: 24 layers and
340 million parameters.
 
GPT-3: 96 layers and 175
billion parameters. 
The training corpus
comprises 499 billion tokens.



Dimensions
GPT-4 has about 1 trillion
parameters, or one
thousand billion parameters!



Dimensions
The greater the number of parameters, the better the
performance of these models in terms of loss.

The loss curve decreases
progressively as it tends to
yellow (=more parameters).



Benefits of scale

If we give enough data and enough parameters for training
the LLM, three major things happen:

1.  Few/zero shot learning:
The model has seen so much data that is able to
generalize on new tasks and data with little to no
further training examples.
Less need for fine tuning the model.



Benefits of scale

2. We can interact with the model via prompts:
Instead of using structured data, we can prompt
to the model and leverage its autocompletion
capabilities to solve our task.

3. The model starts to show emergent abilities



Emergent abilities

LLMs display several abilities and skills that go beyond
their original training:

Unsupervised Translation, 
Code Generation, 
Creative Writing, 
Multi-modal Understanding



Emergent abilities

This is due to exposure to vast amounts of data in
which examples of these skills are shown.

The model memorizes these “extra” examples and their
underlying patterns in the language.

BUT: The harder the problem, 
the harder it is to be solved (and memorized).



Source: www.appypie.com



How to train 
a Large Language
Model



A simplified
version 
of LLM
training
process

Source: https://www.appypie.com/



1° step: Data Collection
and Pre-processing

Which task are you addressing?

This is a classification task



1° step: Data Collection
and Pre-processing

Classification task



1° step: Data Collection
and Pre-processing

which type of data do you need for your task?

Classification task



1° step: Pre-processing

Pre-processing: data
are cleaned, removing
irrelevant or duplicate
content. 

They are tokenized
and organized into a
suitable structure for
training.



It depends on:
open-source or proprietary?
your skill sets,

2° step: Choose the model



Open-source
vs proprietary

Pro Cons
Task-tailoring
Select and/or fine-tune a task-specific
model for your use case.

Inference Cost
More tailored models often smaller,
making them faster at inference time.

Control
 Information stays within your control.

Upfront time investments
Needs time to select, evaluate, and
possibly fine-tune.

Data Requirements
Fine-tuning or larger models require
larger datasets.

Skill Sets
Require in-house expertise.



Open-source
vs proprietary

Pro Cons
Speed of development
Quick to get started and working. 

Quality
Can offer state-of-the-art results.

Free solution (?)
Some of them offer a free solution
if you subscribe.

Cost
Pay for each token sent/received.

Data Privacy/Security
You may not know how your data 
is being used.

Vendor lock-in
 Susceptible to deprecated features.



It depends on:
open-source or proprietary?
your skill sets,
execution time,
quality (proprietary LM offer SOTA
results),
the control you want to have over
the information.

2° step: Choose the model



The selected model is then trained
on the pre-processed text data. 

Training can take several
days/weeks to complete, depending
on the model’s size and available
resources.

3° step: Model training

Training
model



What we have right now

NL input LLM NL output



What we want



A possible result

There is an
alignment problem



Language Models by themselves are not designed
for assisting users.

They are not aligned with users' intents.

LLM alignment

what we get



Language Models by themselves are not designed
for assisting users.

They are not aligned with users' intents.

LLM alignment

what we want



Using fine-tuning!

How can we align the model?

 
The process of further training a pre-trained model on a specific
(smaller) dataset to adapt the LM for a particular task or domain.



The model is adapted to
a specific task/language/
domain using labelled
(supervised) data. 

Fine-tuning

LLMs

QA dataset
Question 
Answering

Reviews, tweets

text wt person/locations

Sentiment
Analysis

NER



The model is adapted to
a specific task/language/
domain using labelled
(supervised) data. 

Fine-tuning

LLMs

Scientific docs
Science 
domain

Finance docs

Legal docs

Finance 
domain

Legal
domain



In this step, the relationship between the
inputs (embeddings) and the specific task
is modelled through further training. 

This typically involves the final layers of
the Transformer, with an additional final
layer for classification.

4° step: Fine-tuning



4° step: Fine-tuning

Training
model

Fine-tuning can be performed
via instructions



Instruction-tuning



Intruction-tuning

Instruction tuning is a technique that integrates
instructions into the training data, which can range
from simple prompts to detailed task descriptions. 

The instructions are used to provide the model with
additional context and guidance; this can help the
model better understand the task and generate more
accurate and relevant outputs.



Intruction-tuning
Effective technique in a variety of tasks, including
translation, summarization, and question answering.



An example

The model is trained by constructing
prompts that provide instructions on 
the task. 

In the example, it is highlighted  what
the dialogue is and then it is asked
“What is the summary of this dialogue?”



Instruction-tuning

Why use this finetuning? 

For example, to obtain a model 
which be used for customer care
in e-commerce: highlighting key
points from a conversation helps
understand what are the actions
to take in the dialogue.



Some limitations
Collecting ground truth data (instruction, output)
is expensive, even if we do not need too many.

Some tasks have no right answer, e.g.
open-ended generation:

Instruction: "write me a story about a
deer and its beaver friend". Output: ???

Still a misalignment between the LM
training objective and the objective of
"satisfy human preference".



Reinforcement Learning  

Idea: leverage human feedback to refine language generation,
to improve quality and enhance LLM's coherence.

How: using reward model to choose the "best" output from
the model (based on human preference). This also helps to:

Maximize helpfulness
Minimize harm



RL - components 
The entity responsible
for interacting with the
environment and making
decisions based on
observed states.



RL - components 
The entity responsible
for interacting with the
environment and making
decisions based on
observed states.

The external context in
which the agent operates.



RL - components 
The entity responsible
for interacting with the
environment and making
decisions based on
observed states.

The external context in
which the agent operates.

The choices made by the agent
that influence the environment.



RL - components 
The entity responsible
for interacting with the
environment and making
decisions based on
observed states.

The external context in
which the agent operates.

The choices made by the agent
that influence the environment.

The feedback given to the agent
after each action, guiding it
towards the desired outcome.



“How is the
weather

outside?”

Input

RL

Reward
+100

Reward
-10

Action

“Sunny”

“Blu”



Reinforcement Learning  

Step 1 :Train the LLM
Train the LLM as usual with textual data. 

Step 2: Train the reward model
The model takes in a sequence of text, and returns a scalar
reward which should numerically represent the human
preference. 

Step 3: Fine-tune the LLM with RL



RL - some limitations
The more the answer seems helpful, the
higher the reward is for the model. 

This happens regardless of factual truth,
so the model could make up facts and
hallucinations to "please" the user.

Always keep in mind that the model will
do anything in its power to make you
think that its being helpful!



Prompting



LLMs & Prompting
Prompts: instructions written in Natural Language

Use the following examples as a guide:
- positive: 'I absolutely love the design of this phone!’
- negative: 'The battery life is quite disappointing.'

Only return either a single word of:
- positive
- negative
Classify the sentiment of the following text as positive or
negative: "The smartphone lacks standout innovations.”



LLMs & Prompting
Prompts: instructions written in Natural Language

Use the following examples as a guide:
- positive: 'I absolutely love the design of this phone!’
- negative: 'The battery life is quite disappointing.'

Only return either a single word of:
- positive
- negative

Please classify the sentiment of the following text as positive
or negative: "The smartphone lacks standout innovations.”

Examples



LLMs & Prompting
Prompt: instructions written in Natural Language

Use the following examples as a guide:
- positive: 'I absolutely love the design of this phone!’
- negative: 'The battery life is quite disappointing.'

Only return either a single word of:
- positive
- negative

Please classify the sentiment of the following text as positive
or negative: "The smartphone lacks standout innovations.”

Examples

Instruction



LLMs & Prompting
Prompt: instructions written in Natural Language

Use the following examples as a guide:
- positive: 'I absolutely love the design of this phone!’
- negative: 'The battery life is quite disappointing.'

Only return either a single word of:
- positive
- negative

Please classify the sentiment of the following text as positive
or negative: "The smartphone lacks standout innovations.”

Examples

Instruction

Input



Structure:

Guidelines for prompting

Place the instructions at the beginning/end
of the prompt.

 

Clearly separate the instructions from the
text they apply to.

 

Be specific about the task and the desired
outcome - format, length, style, language. 

Define the rules to follow and the required
structure of the response.



How to Instruct:

Guidelines for prompting

Avoid ambiguous descriptions
and instructions. 

Give instructions that state "what
to do" instead of "what not to do."

 

Break down complex tasks into
multiple connected steps.



Some Help:

Guidelines for prompting

"Guide" the output in the right direction by
writing the first word/phrase. 

Include examples where the task has been
executed correctly (few-shot learning). 

Use techniques like Chain-of-Thought:
encourage the model to perform the task
step by step.



Chain of thought

Problem: not all tasks can be learned by
LLM through prompting alone, especially
if they involve multi-step reasoning (e.g.,
comparing).

Solution: change the prompt!
Elicit reasoning directly in the prompt, 
so the model can follow.



Prompting vs fine-tuning
Some scenarios where fine-tuning a smaller model might be the
best option:

Your domain is very different from the one used to pre-train
the LLM.

You need your model to perform well in a low-resource
language.

You need the model to be trained on sensitive data subject
to strict regulations.

You need to use a smaller model due to cost constraints.



Other possible prompts type

Few-shot learning: we ask the model to retrieve
the answer by giving instruction + some
examples.

One-shot learning: only one example is provided.

Zero-shot learning: the aim is to obtain the right
answer only by giving instructions without any
additional example.



Prompt
The sentence 'This movie is
fantastic! I loved every
minute of it.' is Positive.

 The sentence 'The service
at the restaurant was
terrible, never going back.' is
Negative.

The sentence 'This gym is
good. A bit crowded, but
everyone is super nice.' is "

Few-shot prompting

Next token:

“Positive”



Prompt
The sentence 'This movie is
fantastic! I loved every
minute of it.' is Positive.

The sentence 'The service
at the restaurant was
terrible, never going back.'
is Negative.

The sentence 'This gym is
good. A bit crowded, but
everyone is super nice.' is "

One-shot prompting

Next token:

“Positive”



Prompt
The sentence 'This movie is
fantastic! I loved every
minute of it.' is Positive.

 The sentence 'The service
at the restaurant was
terrible, never going back.' is
Negative.

The sentence 'This gym is
good. A bit crowded, but
everyone is super nice.' is "

Zero-shot prompting

Next token:

“Positive”



Prompt

Italian: «Mi piace la pizza»
English: «

Zero-shot prompting

Next token:

I like pizza»



1° tutorial



Try it yourself (or in groups)
Understand and learn how to write a good prompt for a
specific task

Use the following examples as a guide:
- positive: 'I absolutely love the design of this phone!’
- negative: 'The battery life is quite disappointing.'

Only return either a single word of:
- positive
- negative

Please classify the sentiment of the following text as positive
or negative: "The smartphone lacks standout innovations.”

Examples

Instruction

Input



Guidelines (recap)

Place the instructions at the beginning/end of
the prompt.
Clearly separate the instructions from the text
they apply to.
Be specific 
Avoid ambiguous descriptions and instructions. 
Break down complex tasks
Include examples where the task has been
executed correctly 



Try it yourself (in groups)

Choose a task (irony, translation, QA, humour detection...)

Choose a set of sentences/prompt & test Chat-GPT 

A useful resource: BIG-bench
(https://github.com/google/BIG-
bench/tree/main/bigbench/benchmark_tasks)



Try it yourself (in groups)
Big-bench (Benchmark Beyond the Imitation Game) is a collaborative
benchmark designed to explore the capabilities of LLMs.

a dataset 
on which 
to test 
models 
and compare 
them



A lot of different tasks

Try it yourself (in groups)



An example: the Implica dataset

How LLMs recognize causally related events?

M. Miliani, I. Sucameli, A. Bondielli, L. Passaro, E. Chersoni, A. Lenci (2024). What Do Large Language Models Know about Causes
and Effects? Causal Inferences in Humans and Machine. In First FAIR Workshop on Human-Centered AI. 

Implica is a dataset of 600 English sentence pairs bounded
by a different degree of causality and temporality relation.



An example: the Implica dataset
M. Miliani, I. Sucameli, A. Bondielli, L. Passaro, E. Chersoni, A. Lenci (2024). What Do Large Language Models Know about Causes
and Effects? Causal Inferences in Humans and Machine. In First FAIR Workshop on Human-Centered AI. 

200 linked by an implicit causal relation (the occurrence 
of event A determines the occurrence of event B);

200 linked by an implicit temporal precedence relation, but no
causal relation (the occurrence of event A precedes event B);

200 unrelated sentences (neither causal, nor temporal rel).



Our dataset (ImpliCa)



An example: the Implica dataset

We used the following instruction tuned models:
Bloom: bloom-7b1 (Muennighoff et al. 2022);
Falcon: falcon 7b-instruct (Almazrouei et al. 2023);
LLaMA: Llama-2-7b-chat-hf (Touvron et al. 2023);
Mistral: Mistral-7B-Instruct-v0.1 (Jiang et al. 2023);
GPT: gpt-3.5-turbo and gpt-4  (Brown et al. 2020).

Answers were reported as majority vote:
1 if the majority of answers were “YES” 
-1 if  answers were “NO”



Preliminary results

7B models perform
better when expected
answer is "YES"

GPTs are more consistent 
across questions and classes.
GPT-3.5 best approximate 
our hypothesis

(!) LLMs tend to report cause also in temporal-only relations



What does this mean?

Model scale seem to affect performances.

Causality may be can be seen  as a
continuum (?)



Try it yourself (in groups)
Choose a task (irony, translation, QA, humour detection...)
Choose a set of sentences/prompt & test Chat-GPT 

Answer to these questions:
How does the model perform on the task?
What could be improved?
How?
Try with one/zero-shot learning. Which is the best
approach to your task?



Get deeper into
prompts & LLMs



Exercise

In this exercise we will use one of
the smallest available Large
Language Models, Gemma, to
generate texts and for specific
text classification tasks.



Gemma
Gemma is a Language Model developed by Google DeepMind:

it has smaller sizes: 7B and 2B parameters,

it is supported by a suite of developer tools,

3T and 6T of training texts,

18 and 28 layers,

vocabulary: 256,128 tokens,

8,129 input tokens.



Open
Google
Colab

STEP 1   



Change runtime STEP 2   Install and import the libraries



Access to Gemma is restricted to Hugging Face users only.
Create a Hugging Face account with your (institutional) account  
and create an "Access Token" which should be inserted below:

STEP 3   



Accept Gemma’s usage license
(https://huggingface.co/google/gemma-2b-it)

STEP 4   



Import the Gemma model and tokenizer using AutoTokenizer
and AutoModel from Hugging Face. 

For generation models based on decoders, the specific version
of AutoModel is AutoModelForCausalLM.

STEP 4   

Colab Notebook

https://colab.research.google.com/drive/1LYSFaojRJK4qRdzFxlpoYCcx9d9un7D-?usp=sharing


PART 2



Let’s recap!



AI tools for digital
humanists



LLMs: overview
ChatGPT 4



LLMs: overview
ChatGPT 4



Large Language Models:
ChatGPT, Claude, Gemini

Advanced performance with GPT-4.5  (Pro plan)
Good user interface and cross-platform app (web, iOS, Android)
Fast and fluid responses
Supports PDF documents, images, and other files

Limited in the free version
Sometimes overly “safe” or restricted in content 
Hallucinations



Large Language Models:
ChatGPT, Claude, Gemini

Textual comprehension and generation better than ChatGPT’s
Up to 200k–300k tokens of context: ideal for long documents
Very natural and less "robotic" conversational style
Strong privacy focus and safety-centered design

Less effective in advanced programming than ChatGPT.
Less integration with external tools (no browser or image
generation).
No stable Pro version in Europe yet (mostly US-based usage).



Large Language Models:
ChatGPT, Claude, Gemini

Excellent integration with the Google ecosystem
Real-time web browsing
Strong performance in visual and OCR tasks 

Less fluid and cohesive responses compared to ChatGPT
or Claude.
Inconsistent performance: sometimes great, sometimes
confusing.
Less accurate in structured or academically complex tasks



Summary comparison



Common LLMs tasks

LLMs can be used for
different situations Information extractions

Data augmentation

Annotation
Question answering

Text summarization

Code generation



Practical applications: 
Data creation/augmentation 

A useful tool to create and/or
expand your dataset.

In this example: data
augmentation of a dataset
related to the transport domain.



Practical
applications: 
Dataset
annotation

Examples provided



Practical
applications: 
Dataset
annotation

Result... 



Practical
applications: 
Dataset
annotation

Result... with some errors:
missing values, incorrect entity
name ... this can be improved
with more input data but human
evaluation is always needed!



Practical applications: 
Classification

Applicable to
different types
of texts.



Practical applications: 
Classification

LLMs classify the
text generated...
by other LLMs



Practical applications: 
Classification

and by humans



Practical applications:
teaching



Teaching



Practical applications: coding



Coding - results on W3School



Practical
applications: 
OCR correction

OCR errors:  Optical Character
Recognition Errors, such as
joining of words, misspellings,
space between words, insertion of
random characters and formatting.



OCR correction

Some words have been
corrected despite being written
in the original text in archaic or
regional Italian. 

Other errors, however, are not
corrected, such as "autoscafi"
or "sehenico," while "navale"
has been interpreted as the
name of the airship.



create syntactically
accurate sentences,
carry out a conversation
on various topic,
do simple analysis. 

What LLMs can/cannot do

be always accurate
be able to recognize complex linguistic phenomena 
perform equally well on different languages
suffer of “hallucinations”



Yes but there are a lot of
other tools!
AI systems for image generations:
Leonardo.AI,  DALL-E, Midjourney... 

How to use them:
enter a text prompt (you have a
limited number of tokens in the free
version)
the AI generates an image that
interprets that text
it can also modify existing images 



Image generator tools

Stimulates visual creativity
Great for visual educational materials
Accessible even to non-designers

Sometimes produces inconsistent results
Potential copyright issues
Requires accurate and well-crafted prompts



AI-powered presentation and document
creation tools, such as Gamma or Canva AI,
help users design clean, interactive, and
responsive content with minimal effort.

They are very useful for creating
presentations, reports, pitch decks, and
interactive documents using natural language
prompts.

Nice resources for teachers, startups, and
students.

Presentation tools 



Presentation tools 

AI-assisted content creation: generate slide decks from
text prompts.
Interactive elements (polls, quizzes...)
No design skills needed -> prompts to ready-to-edit designs

Image generation is not as advanced as DALL·E or Midjourney.
Free plan has limitations on AI features and branding.
Less suited for highly customized or complex designs.



Tools like HeyGen or Synthesia help individuals, educators,
and businesses create professional-looking videos in minutes
— without the need for cameras, microphones, or actors.

Video creation assistant



How it works:
choose an avatar o create your
own;
write a script or record an audio
file;
the AI generates the video with
synchronized lip movements.
You can even customize your
video with branding, subtitles,
background music …

Video creation assistant



Video creation assistant

Rapid production of educational videos
Multilingual
No need for actors or filming
Easy to use

Avatars can feel unnatural or robotic (uncanny valley effect)
Customization is restricted to preset gestures, expressions,
and voices
Licensing costs can be high for commercial or large-scale use



NotebookLM (but also HeyGen)
is a useful tool for who has to
work with a great amount of
documents. 

It works like a smart notebook
that can provide useful insights,
summaries, or answers based on
your notes/documents.

Document analysis tools



How it works:
Upload or write your notes in the notebook.
The AI analyzes your content to build a knowledge base.
You can ask questions or request summaries related to
your notes.
It helps you find information quickly

In short, NotebookLM turns your regular notes into a
searchable, interactive knowledge resource powered by AI.

Document analysis tools



Ideal for document-based research
Extracts complex information quickly
Supports audio & multilingual content
Your documents are private (notebookLM): content you
upload is not used to train the AI models

Requires Google account approval / Not deeply integrated
with Google Workspace yet
No offline use
No real-time collaboration
May produce hallucinated answers

Document analysis tools



These AI-powered tools are useful for a wide range of users, including:

AI tools
Creatives

Developers

Researchers
Educators

Professionals

Students

In one word: Digital humanists!



Tutorial



What we will do

→ Use NotebookLM, Napkin, Gamma;

→ upload, summarize, extract information
from text and video;

→ use this information to create presentations,
infographics, timelines, podcasts



Ethical & social
implications



Ethics implications

With the mass dissemination of systems based 
on Artificial Intelligence and LLMs, the impact and
influence that these systems have within society 
is noticeably incremented.

Therefore, it has become vital that these models 
be as fair and non-harmful as possible towards 
the community of people who use them.



The potential risks and challenges are various.
Some of them:

Ethics implications

Bias and Fairness

Reliability and Hallucinations

Privacy

Data Security



What is
fairness?
A system is fair if its results and performance
are independent of given variables, especially
those considered protected or sensitive
(ethnicity, gender, sexual orientation, disability
etc.) ⇾ no biases



All biases are bad?
No.

Biases can be GOOD, NEUTRAL, BAD

suggest connections between easily
perceivable data or cues and other less
immediately accessible pieces of information.

biased algorithms lead 
to different treatment 
of different social groups.



How can bias 
be introduced?

Data
collection

& annotation

Model
training &
evaluation

Real world
implications



Data
collection

& annotation

Biases in data, biases in labels 

Out-group homogeneity bias, Selection bias, 
Implicit stereotypes, Confirmation bias, Sampling errors,
Blind spots, Illusion of validity, Experimenter’s bias.

https://blog.research.google/2018/09/introducing-inclusive-images-competition.html



Model
training &
evaluation

Training the model with
biased data leads to biased
results whose cause may be
difficult to detect.

Zhang et al, 2020, “Hurtful words: quantifying biases in
clinical contextual word embeddings”. In ACM CHIL 2020.

https://gizmodo.com/amazons-secret-ai-hiring-tool-reportedly-penalized

Aggregation and
evaluation biases.



Why should
we care?

Associative harm Allocative harm

“when systems reinforce the
subordination of some groups

along the lines of identity”

“when a system allocates or
withholds a certain

opportunity or resource”

Source: Kate Crawford, The Trouble with Bias, NIPS 2017



Why should we care?

Feedback Loop (Bias Laundering)

Data
collection

& annotation

Model
training &
evaluation

Real world
implications



OK, but...
... how do we mitigate
algorithmic biases?



Bias checking and mitigation: 
human-in-the-loop, remove unfair decision paths,
re-training models with adjusted parameters.

Post-processing

Fair strategies

Source IBM AIF360

Data bias checking and mitigation:
re-weighting/sampling data 
to balance their distributions.

Model bias checking and mitigation:
ranking, clustering, RL.

Pre-processing

In-processing



Privacy & 
Data Security
Models are trained on large amounts of data,
which may include personal information. 

This may violate a person’s privacy rights.



Privacy and Data Security

LLMs are trained
using large amount
of (various) data. 

But what happens if
a prompt/training set
include sensitive or
confidential
information?



Privacy and Data Security

Possible data leakageLLMs are trained
using large amount
of (various) data. 

But what happens if
a prompt/training set
include sensitive or
confidential
information?



Best practices:

anonymization of the data,

protect sensitive information,

define data and model governance.

Privacy and
Data Security



The HHH principles
Is important that LLMs adhere to principles of
helpfulness, honesty, and harmlessness (HHH)



Harmless?

Prompt injection:
“inserting a specific
instruction or prompt
within the input text to
manipulate the normal
behavior of LLMs”.

From: Databricks Academy, “Generative AI Fundamentals”, 2023



Reliability and fake news
Similarly, LLMs can
be used to generate
realistic fake news,
such as news articles
and social media
posts.

Dipto Barman and Ziyi Guo and Owen Conlan.
The Dark Side of Language Models: Exploring
the Potential of LLMs in Multimedia
Disinformation Generation and Dissemination,
Machine Learning with Applications. 2024



The HHH principles -pt. 2



Hallucination
“refers to the unfounded generated content
conflict with existing knowledge base or
unverifiable for external source (Ji et al., 2023).

(...) ChatGPT utilizes incorrect or unrelated
knowledge to respond to the task enquiry, which
causes great risks in especially conceptual and
factual elaboration tasks and could play as
disinformation if being maliciously led.”

Dipto Barman and Ziyi Guo and Owen Conlan. The Dark Side of Language Models: Exploring the Potential of
LLMs in Multimedia Disinformation Generation and Dissemination, Machine Learning with Applications. 2024

https://www.sciencedirect.com/science/article/pii/S2666827024000215#bib0062


Pipelines of disinformation 

1.Prompt generator
2.Disinformation Creation with LLMs
3.Content Review and Refinement



Pipelines of disinformation 

4. Disinformation Packaging: creation of a presentation for the
disinformation content. This may include the use of other AI tools
(e.g. Midjourney) to create matching images and videos.



Pipelines of disinformation 
5. Social Media Account Creation
6. Content dissemination



Mitigation to disinformation

Awareness 

Debunking false claims

Employing design strategies that reduce the spread of false
information 

Algorithmic and regulatory policies

AI-based techniques to detect disinformation online (language
analysis, topic-agnostic approach...)



Mitigation to disinformation



Human’s responsibility

It is important to remark
human responsibilities
in the interaction with
the AI system in order
to avoid an abdication
of the human morality.



We have the right to use AI because it is a useful tool.

However, we have the moral duty to interact with them in an ethical 

way because our final addressee is another person.

AI systems are a useful medium to convey ethical attitudes among humans.

AI systems are 
social tools



How can humans
behave ethically?

Avoid to anthropomorphize
the system (Eliza effect).



Eliza was the first conversational system created and it 

was developed in 1966 by Joseph Weizenbaum with 

the aim to mimic a conversation with a psychologist. 

When Eliza was tested, people involved in the

experiment, even knowing they were talking to a
computer system, resulted so deeply involved in the

conversation that they asked Weizenbaum to leave the

room and respect the privacy of their conversation.

ELIZA



How can humans
behave ethically?

Avoid to anthropomorphize
the system (Eliza effect).

Asking people to talk with computers violates their

rational component, so people tend to attribute human

characteristics to them, in order to mitigate this

contradiction...

...BUT the user may not be able to get what is wanted.



How can humans
behave ethically?

Avoid to anthropomorphize
the system (Eliza effect).

Be aware of what the system
can/cannot do (and what
should not do).

Is the prompt/instruction

provided fair and ethical?



How can humans
behave ethically?

Avoid to anthropomorphize
the system (Eliza effect).

Be aware of what the system
can/cannot do (and what
should not do).

 Adoption of a fair and
non-insulting language. 

Machine learns

from user’s input



How can humans
behave ethically?

Avoid to anthropomorphize
the system (Eliza effect).

Be aware of what the system
can/cannot do (and what
should not do).

 Adoption of a fair and
non-insulting language. 

Do not convey, through
language or opinions,
anti-social and
discriminatory behaviour.



Ethical HMI - benefits

Users would
achieve their

goals in a
efficient way

Positive impact
on society,
reducing

associative/
allocative harms.

Facilitate the
spread of fair

attitudes

Improvement
of the overall
level of trust

in HMI



Ethical implications -
conclusion

The rise of new technologies is often seen as the rise
of new problems. 

However, AI is thought to simplify our life. With an
ethical commitment from both sides, AI will be able to: 

➔ adhere to an ethical behaviour and
➔ become an optimal media to convey ethical
attitudes among people



But this is still an open
question... what do you think?

Who should be considered  ethically responsible
in the interaction? 

The AI or the user? 

And in other contexts (military/healthcare
contexts for example)?



Conclusions



What we have seen today
An introduction to AI and the
interconnection with Large
Language Models.

From LM to LLMs: what they are
and how they’ve evolved over
the years

How to train and finetune a LLM



What we have seen today

How to use LLMs via prompt
(and how to create a good one)

LLMs and AI tools useful for
digital humanists. Keep always in
mind their capabilities as well as
their limits!

Ethical and social implications
connected to the use of LLMs.



Traditional challenges and problems seem solved 
and surpassed now but:

Open challenges: cognitive aspects of LMs, understanding
of complex linguistics phenomena, biases and fairness…

Never forget we are dealing with machines with strengths
and limitations.

Final thoughts
Amazing evolution of LLMs in the past few years.
The NLP worlds has drastically changed a few times
in the last 4-5 years only.



This is a field with interesting
challenges and great research
opportunities.

Some (probable) future trends:
advanced conversational features,
more reasonable reasoning
models,
multimodal capabilities

 into the physical world:
embodied AI, robots

 

Final thoughts - future trends



Agents will change the shape of work → AI
coworkers
AI into healthcare/education/military field
AI will become more resource-efficient over time
AI will accelerate scientific breakthroughs

We cannot be 100% sure about what the future
holds for us, but we know for sure that AI is THE
defining force of our times.

Final thoughts - future trends
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Final feedback

Thank you!


