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O
verview

 of the class

 Welcome and Introduction
 Who am I
 Overview of the day

 Lecture
 Experimentation
 Discussion
 Timetable & What we will cover
 09:00 – 10:30 Lecture followed by Activity
 10:30 – 11:00 Break
 11:00 – 12:30 Complete Activity & Continue 

Lecture
 12:30 – 14:00 Lunch
 14:00 – 15:30 Discussion
 15:30 – 16:00 Break
 16:00 – 17:00 Activity
 17:00 – 17:30 Discussion
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Overview: Who am I and what is 
the focus of this session

• Research focuses on Digital 
Humanities and Curation

• Doctoral Studies in Archaeology
• Studied Anglo-Saxon Dress 

fasteners (pins) in the 1980s
• Read hundreds of excavation reports
• Visited over 100 museums and 

archaeological research units
• Used Databases and Expert Systems
• Thesis: 

https://ora.ox.ac.uk/objects/uuid:39
76b772-fccd-41fe-b8c7-
f4ae08ac0295
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Compare Claude, ChatGPT 4, DeepSeek R1

 Clarity
 Does the model understand and respond well to the 

prompt?

 Depth
 Does one prompt yield more nuanced or thoughtful 

answers?

 Misinterpretation 
 Does the prompt lead to hallucinations or errors?

 Tone of Response 
 Is the output more factual, speculative, literary, etc.?
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Comparing Claude, ChatGPT 4, DeepSeek R1

 Is the LLM the problem or is the prompt the 
problem?

 Is the way the source material is presented a 
problem?

 Was it a pre-processing issue?
 Was the text poor quality because the scan was 

inadequate?
 Was the problem with the OCRing of the text?
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Doing Humanities Scholarship

Keith Thomas, Religion and the 
Decline of Magic, (Scribner, 1971)

http://www.worldcat.org/title/religion-and-the-decline-of-magic/oclc/146184
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Impact of the digital

 Digital technologies change the nature of 
humanities scholarship.

 Creates new opportunities.
 But it also redefines what we think scholarship 

in the humanities is
 And it redefines approaches to dissemination
 Looking mainly at humanities as seen through 

the vantage of analogue resources
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The Concordance
 Alexander Cruden (1699 – 1770)
 A Complete Concordance to the Holy 

Scriptures (1737, 1761, and 1769)
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DH and Concordance Scholarship
 Father Roberto Busa (1913-2011)
 Index Thomisticus (30 years in the making)  -- 56 

volumes by 1980, CDROM (1989), web (2005)
 http://www.corpusthomisticum.org/it/index.age

Images from: https://alchetron.com/Roberto-Busa

http://www.corpusthomisticum.org/it/index.age
http://www.corpusthomisticum.org/it/index.age
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http://www.tlg.uci.edu/index.prev.php
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Source: 
https://andrewdunning.ca/transcribing-
medieval-manuscripts-tei
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Working with Manuscripts
eCodicology – algorithms for automatic tagging of medieval mss

http://ipelsdf1.lsdf.kit.edu/cms/index.php/nav-pro-projects/nav-pro-act-lsdma/nav-pro-act-
lsdma-dlcl-key/96-cat-projects/cat-projects-active/151-art-lsdma-dlcl-key-ecodicology
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Working with Analogue Manuscript 
Collections

• Caveats to reuse:
• Researchers normally gravitate to new questions and new materials. 
• When they revisit material, it often requires a complete reworking 

of the underlying data resource or its re-annotation.
• Standards of imaging and user expectations are constantly changing 
• Datafication of manuscript collections mean different things to 

different researchers depending upon the collection.
• That said comparative study depends upon consistency in 

representation, annotation, metadata, and analysis
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Enhancing Understandings of the Holocaust

From Prof Tim Cole (Bristol) Presentation at EHRI Conference (Amsterdam, 2019)

Model Output Comparison Table:
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Digital Humanities

 Not static
 Production of Scholarly Resources
 Datafication of sources
 Digitisation (scanning, multi-modal 

representations, 3D scans)
 Tagging (manual, automatic)
 Represents amenable to automatic 

reasoning
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Sharon Ringel and Angela Woodall, 2019 (March 28), A Public Record at Risk: The Dire State of News Archiving in the 
Digital Age, https://www.cjr.org/tow_center_reports/the-dire-state-of-news-archiving-in-the-digital-age.php
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How is the Digital Reshaping Archives
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 35 years of off-air recording 
of TV News
 More than 71,716 VHS tapes
 840,000 hours of news casts
 Began on 4 November 1979
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Archives as places of discovery

Vice-Admiral Horatio Nelson 1758-
1805, 1st Viscount Nelson 
(BHC2887)
Painter: Lemuel Francis Abbott
oil on canvas, 1798
National Maritime Museum, 
Greenwich, London, Greenwich 
Hospital Collection
https://collections.rmg.co.uk/collec
tions/objects/14360.html

Emma Hamilton
by George Romney
oil on canvas, circa 1785
NPG 294
© National Portrait Gallery, London
https://www.npg.org.uk/collections/search/use-this-
image/?mkey=mw02854

Horatia Nelson, 1801-81 
(BHC2886)
oil on canvas, c.1815
Artist: unidentified
National Maritime Museum, 
Greenwich, London, Nelson-
Ward Collection
https://collections.rmg.co.uk/
collections/objects/14359.ht
ml

Horatio Nelson to Emma Hamilton, 31 July 1801. 
(© National Maritime Museum. Greenwich), 
https://www.rmg.co.uk/stories/blog/curatorial/lord-nelson-smallpox-
question-vaccination
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https://www.lgpn.ox.ac.uk/search



© Seamus Ross, Fac of Info at UofT, Pisa 2025 Digital Humanities Sum School 26 June 25 27

https://www.carc.ox.ac.uk/XD
B/ASP/searchOpen.asp
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Facets of Metadata Revolutions
 Pragmatics
 What was the context of the object
 What is the paradata?
 What processes are associated with the object?

 Semantics
 Specified in terms of metadata element sets
 The meaning of metadata elements (often inherent in the 

element name)
 Syntax 
 Specified in terms of encoding & representation schemes
 The structural relationships in which metadata elements 

may stand with one another (defined in the metadata 
scheme)
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Automating Appraisal and Description

 Automating the process of selecting material
 Annotation and Provenance
 What about structural differences—say 

between radiological and linguistic data sets and 
their annotations

 Summarisation technologies (point of view)
 What about composite documents
 What about databases, images,

 Knowledge representation developments & tools
 What if collection development testing
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Serendipity 
 Humanities Research depends experiential 

immersion in source materials.
 The more you examine the more original 

your questions are likely to be.
 Digital humanities offers the possibility for 

explore much more diverse arrays of 
resources.

 LLMs provide a wonderful mechanism to 
explore documentary resources.
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New ways of constructing arguments
 Digital Humanities and the “remixing” of media.
 Inspiration from the work of Martin Irvine (e.g., 

dialogism—essential for new expressions) and Virginia 
Kuhn (e.g., argumentation) in the theory of remix 
studies

 All Scholarship builds on scholarship of the past.
 Depends upon 
 understanding earlier scholarship
 Asking Novel questions
 Access to resources (primary resources and their digitization)

 Access to metadata and paradata
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Human Sciences

 Digital Humanities = Digital Human 
Sciences

 Integrity
 Repeatability
 Accessibility of source material
 Curation of Data, Applications/programs
 Curation of argumentation and 

dissemination
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Digital Transformation of Humanities Scholarship

 Creates an environment for 
Interdisciplinarity and transdisciplinarity

 Emergence of integrated and dynamic 
papers

 Data as scientific output – building 
resources

 Relationship between data, tools (e.g., 
programs) and digital scholarship.
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Activity One
An 18th Century Cookbook…
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Transition
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Potential Roles of LLMs for Historical Research (pt 1)

 Textual Analysis & Interpretation (analyze corpora 
including letters, mss, newspapers, diaries)

 Semantic analysis such as understanding nuanced 
meanings, contexts, or rhetorical styles in documents

 Extraction of recurring themes, sentiments, or 
ideological patterns 

 Retrieval from digital Archives, and eventually digitized 
archives, by enabling semantic search, context relevance 
beyond keywords, investigating connections across 
documents, subjects, places, periods.



© Seamus Ross, Fac of Info at UofT, Pisa 2025 Digital Humanities Sum School 26 June 25 37

Potential Roles of LLMs for Historical Research (pt 2)

 Chronological reasoning and timeline construction
 Parsing documents to flag gaps, contradictions, or 

anachronisms in historical narratives.
 Highlight inconsistencies or fabrications in narratives 

or secondary sources.
 Postulating alternative interpretations or new research 

directions by detecting patterns, exploring overlooked 
primary sources, probabilistic modelling of social, 
poltical or cultural trends.

 Support for translation and deciphering documents.
 Pattern recognition – medieval textual studies.
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Education, Dissemination, Engagement, and 
Curation

 Dissemination through LLMs powering chatbots for 
cultural heritage institutions from Museums to Archives;

 Creation of Interactive narratives to support engagement 
with historical resources;

 Engaging Civic Society in historical processes, such 
supporting crowdsourcing of transcription verification, 
OCR validation and correction, and annotation; and,

 Pedagogy such as generating context summaries, timelines 
or visualizations, assisting with primary source study, and 
creating practice quizzes.

 Automating data curation processes in repositories and 
archives.
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Model Limitations Concerns

 Recommendation:
 DeepSeek-V3 has lower hallucination rates 

than GPT-4, but as rigorously verified Claude
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Example Impacts of Western Training Data
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“LLMs for Low-resource Languages—A call to Action”

 Recognizes that low-resource languages preserve unique cultural and intellectual traditions, 
but at risk due to globalization, marginalization, lack of interest, and limited technological 
support;

 Stress that LLMs offer new ways for studying low-resource languages, enabling tasks like 
translation, text generation, and historical analysis;

 Lots of challenges  such as sparse and low-quality corpora and risks of cultural 
misrepresentation or bias;

 Emerging approaches including transfer learning, data augmentation, and multimodal 
integration  create possibilities for LLMs constrained by minimal training data;

 LLMs can broaden historical and linguistic insights by reconstructing lost texts, modeling 
dialect evolution, and accessing underused cultural records; 

 They draw attention to ethical risks such as cultural appropriation, loss of linguistic 
authenticity, and inadequate community consent, especially for Indigenous or sacred 
knowledge—think FAIR and CARE Principles.

Tianyang Zhong, Zhenyuan Yang, Zhengliang Liu, Ruidong Zhang, Yiheng Liu, Haiyang Sun, Yi Pan et al. 
"Opportunities and challenges of large language models for low-resource languages in humanities research." arXiv
preprint arXiv:2412.04497 (2024)
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Example Ethical Concerns
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Focus today is on Instruct Models

 Large language models (LLMs) that have been fine-tuned to 
follow explicit user/human instructions, usually using 
instruction tuning and Reinforcement Learning with Human 
Feedback (RLHF).

 Designed to follow prompts such as, “summarize,” “extract 
names,” or “translate this sentence.”

 Optimal for natural language interfaces (chatbots, user queries, 
interactive NLP tasks)

 Trained on curated input-output pairs and refined by humans to 
prefer helpful, correct responses.  (i.e., the model has learned 
from many examples of questions and their ideal answers—
across many domains—so it can generalize and generate useful 
responses to new prompts.)
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Focus today is on Instruct Models

 Instruct model have undergone additional supervised fine-tuning 
using prompt-response pairs and refined by humans to prefer 
helpful, correct responses.  (i.e., the model has learned from 
many examples of questions and their ideal answers—across 
many domains—so it can generalize and generate useful 
responses to new prompts.)

 This fine-tuning helps the model:
 Better understand task framing;

 Provide more structured or goal-oriented responses; and,

 Be more robust to vague or ambiguous prompts.
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LLMs can be tools for supporting historical 
inquiry they are not computational historians. 

With the historian-in-the-loop they can support, 
exploration, discovery, analysis, source mining, 
theory building and validation, and 
dissemination.
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Activity Two, Part 1
Letters of Mary Shelley

Summarisation & 
Interpretation
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Looking beyond Humanities…
 Historical  oil and gas well records from 1950s to early 2000s

 Colorado Energy and Carbon Management Commission’s online 
system (COGIS) (150 records)

 Pennsylvania Geological Survey’s EDWIN online tool (10)

 Many unstructured, handwritten, or scanned, making manual 
digitization labor-intensive and impractical at scale

 Developed and validated an automated information extraction 
workflow combining OCR and LLMs, primarily using open-source 
Llama 2 models.

 100% accuracy on structured PDF documents (CO) and 70–90% 
accuracy on OCR-derived image-based records (PA)

Zhiwei Ma, Javier E. Santos, Greg Lackey, Hari Viswanathan, and Daniel O’Malley. "Information 
extraction from historical well records using a large language model." Scientific Reports 14, no. 
1 (2024): 31702.
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Ma, et al, 2024, figure 1. 
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Lessons…

 More complex prompts, larger models (70B vs. 7B or 13B), and 
improved OCR text quality led to better performance.

 Investing  effort in prompt engineering paid off.

 The study demonstrates that LLM-based workflows are a scalable 
solution for geoscientific data extraction.

 Advances in LLMs make previously inaccessible historical technical 
records accessible. Implications for archives. 

Zhiwei Ma, et al, 2024
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Next Steps

 Improve OCR performance, especially for image-based and 
handwritten documents;

 Customize pre-trained models for domain to improve accuracy, 
especially for noisy or inconsistent inputs;

 Use more powerful GPUs to run larger models; 

 Explore models that can handle PDFs or images directly, eliminating 
OCR;

 Embed tools to assist with unit conversions and error correction;

 Expand dataset size.

Zhiwei Ma, et al, 2024
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Histolens…
 A structured LLM-based framework for exploring historical texts.

 Primarily employed OpenAI’s GPT-4 API for all LLM-based 
analyses-- general reasoning and nuanced language understanding 
capabilities.

 Delivers support for layered historical interpretation.

 Case Study of Chinese political-philosophical text Yantie Lun 
(Discourses on Salt and Iron). Han dynasty, records debates about 
government monopolies with rich rhetorical and political content.

 Advances the notion of structured collaboration between machine-
generated suggestions and expert interpretation.

Yifan Zeng, 2024, HistoLens: An LLM-Powered Framework for Multi-Layered 
Analysis of Historical Texts -- A Case Application of Yantie Lun, 
https://arxiv.org/abs/2411.09978

https://arxiv.org/abs/2411.09978
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Histolens…
 Framework operates on three levels:
 Surface-level Analysis includes summarization, named entity 

recognition, and rhetorical question detection.
 Interpretive-level Analysis includes extracting speaker stances, 

argumentative structure, and sentiment.
 Meta-level Analysis supporting probing for shifts in argumentation 

and socio-political framing across speakers and sections.

 Key Insights:
 LLMs can support historiographical analysis

 There are limits in terms of nuance, cultural inference, and ambiguity.
 Human validation remains crucial: the LLM output is used as a 

prompt for deeper human reflection and interpretation. 
Zeng, 2024.
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Textual Restoration…
 Develop and evaluate a DL model, Ithaca, to assist historians 

in restoring and interpreting fragmentary Greek inscriptions
 Textual restoration of damaged ancient inscriptions,
 Identification of the geographical location of creation,
 Dating the Inscription

 Purpose and Broader Goal:
 demonstrate how AI can support historical expertise

 Improving the accuracy and speed of epigraphic workflows,
 Making predictions interpretable and collaborative,
 Contributing to ongoing historical debates (e.g., Athenian decrees)

Yannis Assael Thea Sommerschield, Brendan Shillingford, Mahyar Bordbar, John Pavlopoulos, Marita Chatzipanagiotou, Ion 
Androutsopoulos, Jonathan Prag, and Nando de Freitas. “Restoring and Attributing Ancient Texts Using Deep Neural Networks.” 
Nature (London) 603, no. 7900 (2022): 280–83. https://doi.org/10.1038/s41586-022-04448-z.
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Ithaca…
 Ithaca trained on 78,608 texts from the  Packard Humanities 

Institute (PHI) Greek inscriptions corpus.
 DL Model based on a transformer-based architecture with 

task-specific heads to handle the different epigraphic tasks.
 Inputs are processed as a combination of character and word 

embeddings, augmented with positional information.
 Performance:
 Restoration accuracy: 61.8%, improved to 71.7% by historians.
 Region attribution accuracy: 70.8%.
 Date attribution accuracy: Mean error of 29.3 years (compared to 

144.4 years for baseline).

Assael, et al.2022
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A transformer-based architecture a DL model introducsed by 
Vaswani et al in 2017 (“Attention Is All You Need”). The 
foundation for many state-of-the-art language models, including 
BERT, GPT, and Ithaca.

 Key Features of Transformer Architecture:
 Self-Attention Mechanism ensures model considers all words.

 Using positional coding transformers encode position explicitly.
 Using a Layered Structure, transformer layers each contain:

 Multi-head self-attention (to focus on different aspects of the input),

 Feedforward networks (to transform the representations),

 Residual connections and normalization (to stabilize training and help 
gradients flow).

 Transformers allow parallel computation across tokens

Assael, et al.2022
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Knowing Tokens Count Matters for
 Prompt size limits:

 GPT-4-turbo has a 128k token limit.

 GPT-3.5-turbo has a 16k token limit (some variants only 4k).

 Knowing token counts helps you avoid truncation or context loss.

 Pricing (for API usage):
 Costs are based on tokens in both prompt and response.

 Example: GPT-4-turbo charges per 1,000 tokens.

 Fine-tuning or embedding tasks:
 Token count affects how text is chunked.

 Longer documents must be split at logical token boundaries.

 Performance in long-context interactions:
 If your conversation hits the limit (e.g., analyzing 100 pages), careful 

token management ensures nothing important is dropped.
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Tokens – View One

 A token is the basic unit of text that a system processes.
 In Natural Language Processing (NLP):
 Word-level tokens: individual words separated by spaces or 

punctuation

 Example: "Hello world!" → ["Hello", "world", "!"]
 Subword tokens: parts of words, useful for handling unknown 

words or morphology

 Example: "unhappiness" → ["un", "happy", "ness"]
 Character-level tokens: individual characters including letters, 

numbers, punctuation, and spaces
 Example: ".", "#", "A"
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Tokens – View Two
 A token is the basic unit of text that a system processes.
 In LLMs (e.g., GPT, Claude, Deepseek):
 Tokens are subword units that balance efficiency and 

meaning

 One token ≈ 0.75 words in English on average
 Example: "tokenization" might be split into ["token", 

"ization"]
 Models have token limits (e.g., context windows of 4K, 8K, 

128K tokens)

 Tokens have a “price” associated with them
 LLMs enforce Token Limits, these limits include the “input” 

window and the “output” (i.e., your prompt, the LLMs reply 
and often previous prompts and replies in the conversation)
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Tokens 

 They define how the model reads and understands text and are LLM uses to 
learn patterns, meaning, grammar, and context.

 Every model has a token limit for what it can "remember" in one interaction 
(its context window). If you exceed the limit, the model will lose or truncate 
earlier content.

 They affect cost and performance (processing time)
 For example: 

 They impact model behavior as they do not always equal words. For example 
they effect translation, paraphrasing, or summarization accuracy or in the case 
of rare words they can "confuse" the LLM.
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Do you need to worry about Tokens
Yes and No:
 Yes, for
 Historical document analysis
 Amalgamating archival records
 Running multi-turn structured research queries
 Planning to use the API

 No, for
 Working with single sentences or short paragraphs
 Staying within the visible chat window
 Not approaching size or cost limits
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Optimizing Tokens
 "Please summarize this document in three sentences.“  

(8 Tokens)
 "Can you provide a summary of this document using 

three complete sentences?“ (14 Tokens)
 The second sentence makes the same request using 6 

more tokens.
 In analyzing 100s of historical documents a more 

efficient prompt reduces costs and improves 
performance.

 Example: if you were examining 1000 documents the 
second query itself would use 6000 extra tokens 
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Tokens matter when refining prompts

 Prompt engineering depends on understanding 
tokenization:
 You can trim prompts to stay under the limit
 You can test alternative phrasings to reduce token count or 

improve clarity
 You can chunk documents efficiently for analysis
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Tokens matter when refining prompts

 In prompt engineering, fewer tokens can mean better 
control in terms of
 Reduce the risk of unexpected behavior due to verbosity
 Tend to guide the model more predictably (less room for 

ambiguity)
 They tend to bring benefits in terms of speed, cost, control, 

and capacity.

 But Precision is critical and sometimes short prompts 
are not sufficient.
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 Why Transformers Matter for Text Restoration and 
Attribution:

 In the case of Ithaca, the transformer architecture allows the 
model to:
 understand incomplete or fragmented text by modeling dependencies 

that are even at distances from the object.

 predict missing characters using both local and global context.

 attribute authorship, region, and date based on subtle linguistic and 
stylistic cues found across entire inscriptions.

Assael, et al.2022
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Activity Two, Part 2
Letters of Mary Shelley
Thematic & Sentimental Evolution
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How do the LLMs Compare
I asked DeepSeek, ChatGPT4, and 

Claude given a set of parameters to 
produce comparisons.  What follows in 
the next three slides is their opinions.
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Constitutional AI

 Claude is an example of a LLM with an 
embedded Constitution.
 Constitutional AI uses a set of written 

principles to guide model behavior.
 After the model generates an initial response 

to a prompt it evaluates and revises its own 
responses using the constitution so the 
response aligns better with its principles.
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Takeaways ChatGPT-4 (OpenAI)

 Strengths:
 General-purpose performance across domains (NER, summarization, 

reasoning).

 Working with multilingual or historical contexts requiring flexibility (and 
do not have a specialist tool).

 You require consistent formatting for structured outputs (e.g., XML tags, 
JSON).

 You want plugins, browsing, or code execution (with GPT-4-turbo in 
ChatGPT Plus). 

 Mature API ecosystem

 Weaknesses
 Limited transparency about architecture and training data.

 Can be more expensive than open models.

 Over-sanitizes or avoid sensitive content due to alignment filters.
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Takeaways DeepSeek

 Strengths:
 Transparent chain-of-thought reasoning process

 Open access, fast responses, or local model use but there is a tradeoff in 
precision and formatting.

 Exceptionally strong in terms of math, coding, and reasoning benchmarks.

 Cost efficiency (e.g., 2025 $0.96 per 1M tokens).

 Weaknesses
 Less stable format control outputs may be noisy and require post-processing.

 Multilingual uses beyond English and Chinese (i.e., less effective for 
historical/low-resource language texts).

 Weaker factual accuracy and safety filters compared to GPT-4 or Claude.
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Takeaways Claude

 Strengths:
 Best for long documents, summarization, and high-precision NER in 

sensitive/historical contexts.

 Precise instruction following and structured outputs.

 Long-context reasoning of upto 200K tokens which support analysis of 
large docs).

 You value ethically aligned behavior and want models trained via 
Constitutional AI.

 In Coding Claude Sonnet 4 currently leads in programming capabilities.

 Weaknesses
 Slightly more verbose in some settings (e.g., may overexplain).

 No API fine-tuning, and less plugin support than OpenAI.

 Cost higher on average than ChatGPT or DeepSeek.
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Takeaways General
 ChatGPT-4: Good all-around document processing with multimodal 

file support

 ChatGPT-4: Most mature ecosystem with extensive plugin support 
and third-party integrations

 ChatGPT-4: for Creative & Multimodal  (e.g., image generation, 
voice interaction)

 DeepSeek R1: Strong analytical capabilities but less tested on very 
long documents

 DeepSeek R1: for Development & Math (e.g., transparent reasoning, 
cost-effective)

 Claude: Unmatched precision in following complex instructions and 
formatting requirements

 Claude: for Research & Academia (e.g., document analysis, precise 
citations)
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Claude’s Advice (1 June 2025)
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Activity Two, Part 3
Letters of Mary Shelley

Prompt Engineering & Meta-
Comparison
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HNER Instruct-style LLMs and Historical Texts

 Investigates performance of open-access Instruct-style LLMs 
(e.g., LLaMA-2, LLaMA-3, Mixtral, Zephyr) on Historical 
Named Entity Recognition (HNER) on noisy, multilingual 
historical texts.

 Three public historical corpora: HIPE, NewsEye, and AJMC

 Compares two prompting strategies: deductive prompting (using 
annotation guidelines) and inductive prompting (few-shot 
examples)

 Models are evaluated on strict and fuzzy boundary matching for 
precision, recall, and F1-score; 128 experiments were conducted 
in total

Carlos-Emiliano González-Gallardo, Hanh Thi Hong Tran, Ahmed Hamdi, Antoine Doucet, Giorgio Maria Di Nunzio, Mickaël Coustaty, Francesco 
Gelati, et al. “Leveraging Open Large Language Models for Historical Named Entity Recognition.” In Linking Theory and Practice of Digital 
Libraries, 15177:379–95. Switzerland: Springer, 2024. https://doi.org/10.1007/978-3-031-72437-4_22.
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Corpora Summary (1)

 AJMC (Ajax Multi-Commentary Corpus)
 Content: 19th-century classical commentaries on 

Sophocles’ Ajax
 Languages: English, French, German (with Ancient 

Greek code-switching)
 Entity Types: PER (person), LOC (location), ORG 

(organization), BIBLIO (bibliographic references to 
primary/secondary literature)

 Focus: Entities tied to scholarly referencing and 
classical scholarship

González-Gallardo, et al 2024
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Corpora Summary (2)

 HIPE (CLEF-HIPE-2022 Historical Newspaper 
Corpus)
 Content: Newspapers from Switzerland, Luxembourg, 

and the U.S. (19th–20th centuries)
 Languages: English, French, German
 Entity Types: PER, LOC, ORG, DATE (temporal 

expressions), HUMPROD (human productions like 
books or artworks) and Domain-specific subtypes (e.g., 
social roles embedded in PER)

 Focus: General and cultural heritage NER, especially for 
OCR-impaired texts

González-Gallardo, et al 2024
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Corpora Summary (3)

 NewsEye
 Content: Newspapers from France and 

Austria (1854–1946)
 Languages used: French and German
 Entity Types: PER, LOC, ORG, DATE & 

other domain-specific types based on article
 Focus: Diverse press content from political, 

cultural, and social domains

González-Gallardo, et al 2024
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NER and HNER
 NER (Named Entity Recognition)

 Automatically identifies and classifies entities in text (e.g., people, places, organizations, 
dates).

 Works well on modern, clean, and well-edited texts (e.g., news articles, social media, 
websites).

 Contemporary language data using standard orthography and vocabulary.

 HNER (Historical Named Entity Recognition)
 Same core task as NER, but applied to historical documents.

 Unique challenges: 

 Spelling variation over time (e.g., "Britania" vs. "Britain"),  

 Outdated language and grammar, 

 Orthographic (e.g., the long s, written f; or capitalization or punctuation)

 OCR errors from digitized scans of old texts

 Named entity categories with historical context (e.g., titles “Archduke” or “Magistrate”)

 Multilingual and code-switched texts, often in obsolete dialects



© Seamus Ross, Fac of Info at UofT, Pisa 2025 Digital Humanities Sum School 26 June 25 86



© Seamus Ross, Fac of Info at UofT, Pisa 2025 Digital Humanities Sum School 26 June 25 87

Inductive vs Deductive Prompting

 In Inductive Prompting the LLM is shown a few 
labeled examples. It is expected to generalize from them 
to new cases. 

 In Deductive Prompting LLM given the same 
annotation guidelines that would be provided to human 
annotators

 Fundamental Difference:
 Inductive reflects how LLMs learn from patterns (few-shot 

learning).
 Deductive tests how well LLMs can follow instructions 

(think IKEA Instructions)
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Inductive Prompting

 How it works:
 The prompt includes several annotated sentences 

(e.g., with <PER>, <LOC> tags).
 Each example illustrates the entity types the model 

should extract.
 The model is then given a new sentence and asked to 

tag entities in the same way.
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Inductive Prompting

 Strengths:
 Leverages the LLMs pattern recognition abilities.
 Requires no explanation of annotation rules—just 

examples.

 Weaknesses:
 May fail if examples don’t represent the full variety 

of the data.
 More prone to errors in historical or noisy texts. 
 Dependent upon carefully selected examples.
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Inductive Prompting
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Inductive Prompting
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Inductive Prompting
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Inductive Prompting
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Inductive Prompting
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Inductive Prompting
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Deductive Prompting

 How it works:
 The prompt explains what each entity type means 

(e.g., "a person includes full name, role, and title").
 It may include boundary rules (e.g., where entity 

begins and ends) and examples from the original 
annotation manual.
 In an NER task Boundary Rules guide the handling of 

nested or overlapping entities, multi-word expressions 
(NYC), punctuation and parenthesis and so forth.

 Strict matching vs fuzzy matching

 The model uses these rules to decide which tokens to 
label and how.
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Boundary Rules
 If the boundary rules instructed the LLM to tag "person name" and 

"title or honorific" with a single <PER> tag then one would expect the 
following

 The result to be similar to what I annotated manually below:
 "By virtue of a bill of sale issued by <PER>Tom Scarlett, Circuit Court Clerk for Putnam 

County</PER>..."

 In the case of the LLM if it labeled a Correct Prediction (Strict Match):
 "By virtue of a bill of sale issued by <PER>Tom Scarlett, Circuit Court Clerk for Putnam 

County</PER>...""

 It delivered a prefect match and counts under strict and fuzzy

 Imperfect Prediction (Fuzzy Match Only):
 "By virtue of a bill of sale issued by <PER>Tom Scarlett</PER>, Circuit Court Clerk 

for Putnam County...""

 It fails strict match but get points under fuzzy match for correct core, but incomplete span
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Deductive Prompting

 Strengths:
 Aligns more closely with human annotation logic.
 Encourages rule-based consistency in predictions.

 Weaknesses:
 Long or complex guidelines can exceed token limits.
 Models may not follow instructions precisely, 

especially in low-resource or noisy cases.
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Deductive Prompting
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Deductive Prompting
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Deductive Prompting
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Deductive Prom
pting
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Deductive Prompting
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Deductive Prompting
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Deductive Prompting with DEEPSEEK
https://chat.deepseek.com/
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Deductive Prompting with DEEPSEEK
https://chat.deepseek.com/
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Deductive Prompting with Claude.ai
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Deductive Prompting with Claude.ai
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Noisy Outputs

 noisy outputs refer to the inconsistencies, deviations, or 
malformed reponses produced by LLMs when generating 
responses for HNER tasks..
 “the generative nature of the Instruct models impacts the predictions that 

are produced,” often requiring post-processing to correct structural and 
content-related noise (Section 3.4).

 Noisy outputs are not just formatting errors--they arise from the 
challenges of controlling LLM behaviour especially when applied 
to OCR-impaired, orthographically variable historical texts. 

 While Instruct models can identify many named entities, their 
generative tendencies often introduce noise that reduces 
precision, recall, and evaluation reliability.

 Post-Processing as a strategy.  Historian-in-the-loop.
González-Gallardo, et al 2024
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Noisy Outputs Types
 Format Violations

 Despite prompts specifying exact formats (e.g., tagging entities in-line with <PER>, 
<LOC>), LLMs may instead restate the sentence followed by a separate list of entities or 
add explanatory notes, making the output harder to align with gold standards.

 Incorrect or Inconsistent Entity Classes

 Models may generate entity types not present in the guidelines (e.g., animals ideology, 
currency)

 “LLMs tend to propose named entity classes that were not explicitly included in the 
prompts,” the authors observe (Section 4).

 Partial or Misaligned Entities
 LLMs often recognize part of an entity, such as tagging only the person’s name but omitting 

their role, title, or separate first and last name. These boundary errors lower performance 
under strict evaluation but may be partially credited under fuzzy matching.

 Altered Input
 Some outputs omit, reorder, or change parts of the original sentence, despite prompts 

requesting preservation of input structure. 

González-Gallardo, et al 2024
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To recap, they found, Noisy results as

 Fails to follow the expected format (e.g., 
doesn’t use <PER>, <LOC> tags as 
instructed)

 Includes extra commentary or explanations 
from the model

 Mislabels entity types (e.g., uses ‘production’ 
instead of the expected ‘humprod’)

 Adds or drops parts of the input sentence
 Omits named entities
 Invents named entities

González-Gallardo, et al 2024
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Key Findings
 LLMs underperform compared to fine-tuned neural NER systems.

 Inductive prompting slightly outperforms deductive prompting (~5% 
gain).

 Multi-turn interaction (i.e., conversation style prompting strategy) 
reduces noisy outputs but doesn’t increase accuracy.

 LLMs struggle with OCR errors, historical spelling variation, 
orthographic variation (e.g., historic spelling variation, capitalization), 
and inconsistent output formatting—especially with boundary 
accuracy and class adherence.

 Despite limitations, open LLMs can assist human annotators in 
historical NER workflows, 

 Authors provide a reproducible framework and open-source toolkit 
for future experimentation.

González-Gallardo, et al 2024
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Activity Two, Part 4
Letters of Mary Shelley
NER Extraction & Relationship Mapping
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Activity Two, Part 5
Letters of Mary Shelley
Bias & Hallucination Detection Discussion
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Challenges of Language
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LLMs and English

 Trained mainly on English Texts
 Source availability of training data (e.g., news, 

Wikipedia, books)
 Research bias arising from English-speaking 

team dominance in development of 
foundational LLMs

Market focus arising from individual and 
corporate demand.
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Consequences of Training

 Better performance in English in terms of 
fluency, accuracy, and nuance.

 Weaker performance in other languages: 
Especially in low-resource language.

 Bias propagation: English-language 
cultural, political, and historical viewpoints 
as a result often dominates dominate 
model outputs.
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LLMs Multilingual Models

mBERT, XLM-R, and GPT-4 have 
multilingual training, but as English 
disproportionate percentage of the training 
data model performance often declines less-
represented languages.
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Lettre 53, à Louis Romeuf (Vianen, 14 ventôse 
an VII / 4 mars 1799)*.

* Lafayette, Gilbert du Motier, marquis de. La Vie politique et militaire du 
général Lafayette. Correspondance, édité par [éditeur non précisé]. Paris : 
Félix Alcan, 1903

Letter from Marquis de 
Lafayette to Louis Romeuf, 
his trusted secretary and 
confidant, pushing forward 
the writing and publishing of 
ideas that emerged in the 
context of the French 
Revolution. 
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Process

 Assessing the manuscript itself
 Transcription of the document
 Validating the transcription
 OCRing of the transcription
 Validating the OCRing potential 

correcting for mis-registered features
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ChatGPT 4 Summarize the letter –French
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ChatGPT 4 Summarize the letter English
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DeepSeek Summary
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Claude Summary
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Claude Analysis of 
M

otivation and Intent
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ChatGPT 4

DeepSeek R1

Claude
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Another Tagging Scheme

You are an NER  can you tag this letter for Entity Types and Definitions
* SENDER includes the full name or identifier of the letter writer
* RECIPIENT includes the full name or identifier of the letter addressee
* SIGNATURE includes names, titles, or identifiers used in letter closings
* ADDRESS includes any postal addresses, street names, or mailing locations
* REFERENCE includes document numbers, case files, or citation identifiers
* MONETARY includes currency amounts, financial figures, or payment terms
* CORRESPONDENCE_DATE includes dates related to letter writing, sending, or 
receiving
* DEADLINE includes due dates, response timeframes, or time-sensitive 
requirements
Annotation Format
Use <> brackets to mark entity boundaries at the beginning and end of each 
identified entity.
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Examples of Possible Analyses

 Translate the letter
 Summarize the letter
 Provide an interpretation of the letter
 Identify Entities in the letter or all the 

letters, persons, places, concepts etc.
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Risks of LLMs to analyze non-English Texts

 Oversimplifying or distorting key ideas.
 Misinterpreting rhetorical nuance and tone.
 Ignoring culturally dependent specific 

intellectual references.
 Would using just a French language 

trained LLM be sufficient or do we require 
an LLM trained specifically on French 
Enlightenment and revolutionary-era 
corpora
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 “On lirait avec intérêt ces modèles d’éloquence, ces objets de 
comparaison, et ils contribueraient à la connaissance des époques, 
des choses et des hommes."
(“One would read with interest these models of eloquence, these objects of comparison, and they would 
contribute to the understanding of eras, of events, and of people.”)

 Summarization often flattens meaning, losing the intellectual 
weight of phrases or rhetorical terms grounded in 
Enlightenment-era ideals.

 Emotional tone can be misjudged.  When I presented the 
sentence to ChatGPT it responded that tone was “…passionate 
and promotional”, but really it is measured, diplomatic, and 
idealistic.  

 The English LLM may fail to recognize conceptual entities even 
when it successfully identifies Entities such as persons, places, 
dates, objects.
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https://docs.smartly.ai/docs/flaubert
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FlauBERT French-language LLM

 From Facebook AI, not a web-based or 
online service.

 Access requires programming tools (e.g., 
PyTorch or TensorFlow).

 Typically integrated into other tools
 Download the model and interact with it 

via code in a compatible environment.
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González-Gallardo, et al 2024 is Repeatable

 The study uses open-source Instruct models such as: LLaMA-2 
(70B), LLaMA-3 (70B), Mixtral (8×7B MoE), Zephyr (7B).

 Models accessible via HuggingFace's Inference API

 Public Datasets, AJMC, HIPE, and NewsEye freely available and 
well-documented.

 The code, prompt templates, and evaluation scripts on GitHub:  
https://github.com/cic4k/LLMs_for_historical_NER

 Four-stage process (model selection, prompt design, interaction 
mode, post-processing) is clearly explained

 The use of few-shot prompting reduces the need for training 
infrastructure—no fine-tuning required, just prompt engineering.
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Activity Three, 
Slave Narratives
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Final Discussion
Future of History
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Questions

Also you can contact me at:
seamus.ross@utoronto.ca
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