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Introduction



The importance of OCR and HTR

The Optical Character Recognition (OCR) is a bottleneck in many activities that 
need large quantities of legacy information:

● digital libraries
● corpus linguistics
● digital history
● …
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The importance of OCR and HTR

Nowadays OCR can perform 99% of accuracy on recent, good quality printed 
editions and it can reach 98% of accuracy on challenging printed documents

The new field of Handwritten Text Recognition is very promising, so that libraries, 
universities and other institutions (such as state archives) are planning to acquire 
the digital text not only from printed documents but also from manuscripts 

2/72



Acquisition and pre-processing of digital images



Digital images and digital texts

Scanning is the process of acquiring information from two-dimensional or 
three-dimensional objects, in order to create digital images

Different operations can be performed on digital images of a document and digital texts:

● crop an arbitrary part
● change brightness and contrast
● compare the high fidelity of the 

layout and of the figures to the 
original manuscript or printed edition

● ...

● copy and paste it
● search it
● tokenize it
● count the tokens
● make indexes
● … 
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Scanners

Various kinds of scanners are available, but a simple flatbed scanner can be enough, if 
the document is not fragile. The coplanarity of the written surface of the document with 
the moving carriage of the scanner has a high impact on the accuracy of the recognition 
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Scanners

Currently documents are acquired also by smartphones, but the quality of the 
acquisition is poor, compared to a flatbed scanner
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DPI and PPI

DPI means Dots per Inch and PPI means Pixels per Inch. In order to have an 
accurate OCR, 600 DPI are optimal, but 300 DPI can be acceptable.
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The preservation of the master images and metadata

Along the digital text acquisition workflow one or more image elaborations are 
required. It is necessary to keep always the original images and possibly to 
preserve also the metadata related to the necessary transformations and use 
naming conventions for the files, with minimal metadata about dpi, color, etc.
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OCR (or HTR) preprocessing on images

In order to improve the accuracy of OCR or HTR, images must be processed at 
least with the following operations:

● fixing orientation (if necessary)
● splitting pages (if two pages have been scanned together)
● deskewing (i.e. small rotation)
● selecting content
● adding margins
● change the output resolution (if necessary)
● binarization
● dewarping 8/72



Fixing orientation
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Splitting pages
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Deskewing
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Selecting content
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Adding margins
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Changing resolution
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Binarization
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Despeckling
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Dewarping
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Manual or automated?

On small projects, this operations usually are performed 
manually; on massive projects, usually they are performed 
automatically.
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Exercise

Compare processed and raw images on https://archive.org
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Optical Character Recognition (OCR)



Commercial applications

There are many commercial applications for Optical Character Recognition, such 
as Abbyy FineReader, Adobe Acrobat Pro, etc. (Among many other comparative 
evaluations, see for example: https://www.adamenfroy.com/best-ocr-software)

There are also many solutions online (e.g. a new service on GoogleDrive to 
extract text from PDF of images)

And finally there are many apps to capture images with a smartphone and convert 
them into text or searcheable PDFs.
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https://www.adamenfroy.com/best-ocr-software


Commercial applications: strength points

The main advantages of commercial software are:

● simple to install on Windows and Mac
● easy to use
● graphical interface
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Commercial applications: weakness points

The main issues of commercial software are:

● necessity to renew the license for new versions
● scalability (when you must pay per page recognized)
● languages and scripts (FineReader has additional packages for old or ancient 

scripts, such as Fraktur)
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Open source applications for OCR

The most performant open source applications for OCR are:

● Tesseract (https://github.com/tesseract-ocr/tesseract)
● OCRopus (https://github.com/ocropus/ocropy) and its derivatives, listed below
● Kraken (http://kraken.re)
● Calamari (https://github.com/Calamari-OCR/calamari)

Another interesting OCR project is

● Gamera
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Open source applications: strength points

The main advantages of these projects are:

● scalability (to process millions of pages)
● scientific research to process challenging documents (endangered languages, 

ancient languages and scripts, low quality paper and ink, damaged 
documents)

● support of the community
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Open source applications: weakness points

The main issues of these projects are:

● incompatible versions in quick evolution
● no graphical interface (only command line)
● not available for all the Operative Systems
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What is an OCR engine?

In simple words, an OCR engine is a classifier, which assigns a label (i.e. a 
character or a sequence of characters) to an image region

For this reason, the most recent OCR engines are based on Neural Networks

 

datascience.stackexchange.com
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Layout analysis

In order to assign a label, at the character level, to an image region, regions must 
be identified by layout analysis and segmentation

The layout analysis decomposes the page in its textual and graphical 
components (e.g. columns of text, illustrations, and tables)
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Segmentation

Textual blocks are hierarchically segmented in lines, words, and characters

 

how-ocr-works.com
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Segmentation issues

Bad segmentation causes bad OCR

Factors that must be taken into account:

● avoid artifacts during the image acquisition process, such as page warping 
(when it is possible, pages should be unbounded!)

● preprocess the images to reduce artifacts
● if an OCR engine makes a bad segmentation, try another one (for example, if 

Abbyy FineReader does not satisfy your needs, try tesseract or Kraken and 
vice versa)
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Trained data sets

Both commercial and open source OCR applications are provided with pre-trained 
data sets

For this reason, we can perform the optical character recognition on a variety of 
languages and scripts, without taking care of the training phase

 

30/72



Training

When the accuracy of the recognition is not satisfactory, it is necessary to train the 
system

Training is based on an accurate association between text and image

The text that exactly matches the image is called ground truth

Some OCR engines, such as tesseract, need a small amount of ground truth, 
some others on the contrary need a large amount.
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Training: the case of tesseract
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Performing OCR

tesseract -l ita+lat img001.tiff doc001

(training data are available here: https://github.com/tesseract-ocr/tessdata)

tesseract -l <language(s)> <image> <output without suffix>
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https://github.com/tesseract-ocr/tessdata


hocr

tesseract -l ita+lat img001.tiff doc001 hocr
tesseract -l <language(s)> <image> <output without suffix> hocr
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Early printed editions and
Handwritten Text Recognition (HTR)



Early printed editions and manuscripts

Early printed editions and manuscripts are challenging:
● complex and/or irregular layout
● abbreviations
● ligatures
● irregular letters
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Kraken on early printed editions
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How to train Kraken

Tutorial:

http://kraken.re/training.html#training 

Training ancient Greek, early editions:

https://github.com/pharos-alexandria/ocr-greek_cursive/blob/91d72606e2a60593e5eccafe14e6c98493a90ce7/README.md
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How to train Kraken
ketos transcribe -o train.html img001.tif img002.tif
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Improving OCR and HTR 



Accuracy

OCR is evaluated according to the accuracy, a measure that is expressed by the 
following formula

matches / (matches+mismatches+adds+dels)

according to the general formula

TP+TN / (TP+TN+FP+FN)

matches are the agreement between the OCR result and the ground truth
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Techniques to improve OCR and HTR

OCR and HTR can be improved by postprocessing

A couple of strategies are worthy of attention:

● alignment of multiple and independent OCR engines with efficient selecting 
criteria

● alignment to different editions of the same text, with criteria to distinguish 
between OCR errors to be corrected and genuine variants
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Alignment
https://link.springer.com/article/10.1007/s10032-020-00359-9
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Exercise
Try to align two sequences of characters

https://bioboot.github.io/bimm143_W20/class-material/nw
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Manual correction



WikiSource
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WikiSource
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Commerce Numérique
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Lace (http://heml.mta.ca/lace)
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HTR



From OCR to HTR

It is necessary to continue improving OCR accuracy, because it is the real 
bottleneck for computational linguistics and digital humanities

Currently OCR is very satisfactory on modern languages and documents with a 
simple layout, but it is challenging on early documents and old or ancient scripts

HTR is emerging with very promising results
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HTR: new challenges

High quality digital images, image enhancement techniques (preprocessing), 
larger amounts of training data, and better HTR engines (processing) are 
crucial to increase the performance of handwritten text recognition systems, but 
also textual and linguistic analysis applied to the HTR output (post-processing) 
can be taken into account
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Processing: segmentation (regions)

image from gallica.bnf.fr

Il Paraclitus di Lelio 
Manfredi, composto 
fra il 1515 e il 1520 
alla corte di Ferrara
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Processing: segmentation (baselines and masks)

image from gallica.bnf.fr 50/72



Post-processing goals

● detection and classification of potential errors
○ working with non-standard varieties of language is challenging, because it is harder to 

distinguish between orthographic variants and HTR errors
● self-corrections

○ the most likely errors can be automatically substituted by their most probable corrections, 
according to the specific linguistic, metrical and stylistic context

● clues and suggestions for the proofreaders
○ proofreaders, especially when they are students or volunteers, are highly facilitated by 

highlights in different colors (according to the type of potential error) and lists of suggestions
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Three different types of potential errors in a row
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Three different types of potential errors in a row

Dieſolue hormai queſt tenace nodo

wrong form false negative wrong form in helpful context
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Detection strategies

● check in the list of forms 
previously corrected by hand

● check in the list of forms 
extracted by corpora of similar 
texts

● check in the list of all 
available forms

● in case of elision, verify if 
the next word starts by a 
vowel

● in case of articles and 
pronouns, verify if they 
agree with the following 
noun phrase (noun, 
adjective+noun…)

● in case of poems, verify
the rhymes  

For each token ● classify previously 
unattested forms in 
potential words (i.e. 
sequences of 
characters that 
respect phonetic and 
orthographic rules) 
and nonwords (i.e. 
random sequences 
of characters)
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Repertories of attested historical forms

Repertories of attested historical forms

● are built on corpora of literary and documentary sources
● contain much more inflected forms than the lists used to create the most 

popular spell-checkers, which are based on the standard language
● may contain

○ number of occurrences (total or divided by subcorpora) 
○ part of speech and morphological traits
○ diachronic information (range between first and last attestation)
○ genre information (depending on the metadata of the original corpora)
○ peculiar use by authors
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Repertories of attested historical forms: an example

questei is an ancient variant of costei 
(=this woman) that a standard 
spell-checker rejects
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Variant spellings

Manuscripts contain multiple spellings of the same forms, due to

● evolution of orthographic rules (e.g. principii, principij, principî, principi)
● concurrent spellings in the same manuscript

Different spellings may be

● attested (true positives)
● previously unattested but inferrable (borderline false negatives)
● previously unattested and unpredictable (false negatives)
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Variant spellings: examples

Uses of H

● initial h before vowel
○ hoggi
○  hormai ( but 

horamai)
● h after c

○ focho 
○ secho

● h after g
○ rogho (but fogho…)
○ veggho

● h after l
○ alhora

● h after r
○ perhó
○ trarhá

Proclitics fused with the 
following word 

● article
○ lamor

● preposition
○ detá

● pronoun
○ mha
○ lhavea
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Agreement

In Italian articles and demonstrative, possessive and indefinite adjectives

● are very frequent words
● are inflected and agree with the head of the noun phrase  

Whenever 

● we can detect a sequence constituted by 
DET ADJ* NOUN ADJ* (e.g. la bella chioma, la chioma dorata, la sua bella 
chioma dorata) 

● we know the morphological traits (i.e. gender and number) of determiners, 
nouns and adjectives

we can check their agreement and detect inconsistencies 59/72



Agreement: examples

The most probable candidates for queſt are

● quest’ [NP]-----[mf][sp]- (?=[aeiou])

● questa [NP]-----fs-

● queste [NP]-----fp-

● questi [NP]-----mp-

● questo [NP]-----ms-

but the phonetic constraint and the agreement with

● tenace [A]-----[mf]s=

● nodo [N]-----ms-

narrow the choice to queſto
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Rhyme

Poems can exploit the mutual 
information provided by rhymes, 
especially with fixed metrical schemes, 
such as

● AA
● ABA BCB CDC …
● ABAB CDCD …
● ABBA CDDC …
● ABABABCC DEDEDEFF … 

Even when we cannot identify which 
words have the stress on the fourth- or 
third-last syllable, we can always check 
the identity of the last vowels with an 
accent or of the sequences of 
characters from the second-last vowel 
to the word end
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Rhyme: examples

…
modo
…
ſordo →ſodo ←lodo 
(manual adjustment is required)

piace
nodo
pertinae →pertinace 
(self-correction is enough)

…
pace
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Vocabulary (+morphology+orthography) restraint

● too large repertories of inflected forms are deceiving
● theological treatises, notarial documents, Renaissance poetry are a few 

examples of texts with very specific vocabularies
● focus on diachronic and diatopic variants of morphology and orthography 

close to your case study 
● use a spell-checkers based on inflected forms extracted by corpora of texts 

similar to your case study
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Vocabulary restraint: Leone Orsini
LEGENDA

same in Petrarch
in P. with different spelling
in P. with different 
inflection
not attested in P.

image from gallica.bnf.fr

Leone Orsini,
Canzoniere,
c.a 1564
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Multiple texts

In several cases we transcribe multiple manuscripts of the same work or we have 
access to previous (sometimes normalized) editions of our manuscripts

In these cases previous transcriptions (published or validated by an accurate 
proof-reading) of the same or of similar manuscripts become the collation base 
for our transcription, which can be aligned and merged with the HTR output
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HTR errors vs real variants

In order to avoid contamination, it is crucial to distinguish HTR errors from real variants

● agreement between the collation base (CB) and the HTR output reinforces the 
automated recognition

● disagreement is due
○ to a real variant

■ correctly recognized by HTR ←highlight it as a possible variant (true words very different from 
the CB, e.g. “biondi capelli” vs “crini dorati”)

■ recognized by HTR with errors ←highlight it as a possible variant with errors (non-words or 
pseudowords very different from the CB, e.g. “biordi capclli” vs “crini dorati”)

○  to an artifact generated by HTR
■ that can be self-corrected with a high degree of confidence ←self-correct with the

word(s) in the CB but highlight it for manual check (non-words or pseudowords 
very close to the words in the CB, e.g. “cnini poiati” vs “crini dorati”

■ that needs human intervention ←highlight it as a possible error (true words very close
to the words in the CB, e.g. “canini orati” or “crini indorati” vs “crini dorati” 66/72



K-Centres



CLARIN Knowledge Centres

The Knowledge Centres of CLARIN can be 
contacted through their Help Desks

Homepage:

https://www.clarin.eu/content/knowledge-centres
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IMPACT

IMPACT is focused on 
digitization

Homepage:

https://www.digitisation.eu
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https://www.digitisation.eu


DiPText-KC
The Digital and Public 
Textual Scholarship 
Knowledge Centre is 
focused on digital 
philology

Homepage:

https://diptext-kc.clarin-it.it
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https://diptext-kc.clarin-it.it


DiPText-KC
The Digital and Public 
Textual Scholarship 
Knowledge Centre keeps you 
informed on Consortia, 
Associations, Centres, 
Training Schools, and Digital 
Libraries relevant for digital 
philologists

https://diptext-kc.clarin-it.it 70/72
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Conclusion



Conclusion

● better images and better HTR systems are crucial, but 
linguistic post-processing can be helpful to improve accuracy

● do not work with a document, work with a library!
● linguistic, metrical and stylistic information increase the 

confidence at word, phrase and line level
● many linguistic resources are available through the research 

infrastructure CLARIN
● CLARIN Knowledge Centres can help you to find

relevant information on digitization
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Shared folder
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https://bit.ly/3xhBqk1
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