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Outline

● Deep Learning for Images
○ Introduction: Image Features/Representation
○ Intuition: Why we use Deep Features
○ From Light to Bits
○ Storing and Sharing Images

● Image Classification

● Image Retrieval



Introduction:
Image Features / Representations
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An Image, Many Tasks!
What we want to do:
● captioning
● similarity
● segmentation
● detection
● recognition
● classification
● retrieval
● ...
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From Real World to Bits

Camera Photo Bits

photography digitalization

(compression)

Analysis are performed on a digital image

A digital image (usually) is a digital photo of the real world.
(not the real world, not an analog photo)

The bits representing the digital images have very low semantic.
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Representation / Features

• captioning
• similarity
• segmentation
• detection
• recognition
• classification
• retrieval
• ...

Digital Image

Encoder

An encoder (or feature extractor)
takes an input (e.g., an image)
and produce a representation (or descriptor)
that is used (in place of the image) for the specific task.

{0.3, 0.5 ... 0.1}

A representation
(a feature)

in a latent space

feature
extractor
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Handcrafted Features
Task: find out automatically if semaphore is red
Hierarchy of features you may manually define to solve the task:

input

Edge 
Detector

Lots of 
math in 

here

Feature 
Extractor 1

feature map
(map of “edgy” 

places of the image)

Circle 
Detector

More 
math in 
here…

Feature 
Extractor 2

feature map
(map of “circly” edges 

in the image)

Color 
Histogram

Feature 
Extractor 3

feature vector
(how much “red” is 

the circle region)

semaphore is 
red / non-red
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Features / Representation

Before Deep Learning, handcrafted features/representations:

Global Features:
○color, edge, texture etc...

Local Features:
○representation of interest points/regions

○for image stitching or object recognition
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Handcrafted Features
Task: find out automatically if image contains a cat
Hierarchy of features: ???

? ? ? cat / no cat

Define good and robust features for this 
task manually is way too hard.

You LEARNT to recognize a cat by examples and experience. You are an expert 
cat-recognizer. What do you think are the elements that let you recognize a cat?
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Deep Learning (from Nature)

AI

Machine 
Learning

Repres.
Learning

Deep 
Learning

Representation learning methods that
“allow a machine to be fed with raw data and 
to automatically discover the representations 
needed for detection or classification.”

Deep-learning are representation learning 
methods

○with multiple levels of representation, 
obtained by

○composing simple but non-linear modules 
that each

○transform the representation at one level
into a representation at a higher,
slightly more abstract level.
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Deep Learning & Artificial Neural Networks
Deep Learning Models are often Artificial Neural Networks:

● Loosely-inspired by biological learning in mammal brains
● An artificial neuron can learn to recognize a pattern
● Several neurons are organized in layers
● Each layer can be thought as a learnable feature extractor
● Several layers, one feeding on the output of the previous one, form an artificial neural network
● Given inputs and a desired outputs, in the training phase neurons adapt to align the network output to the desired one

Image credits: https://medium.com/@MITIBMLab/estimating-information-flow-in-deep-neural-networks-b2a77bdda7a7
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Multiple Levels Of Abstraction
AlexNet, 2012, Trained on a Classification task of 1,000 classes.

classification
First Layer Kernels

Low-level High-level
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Intuition:
Why we use Deep Learning 
Features?
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Intuition is Recognition

“Intuition is nothing more and nothing less than recognition”
Herbert Simon, Turing Award 1975 and the Nobel 1978

Simon defined intuition as the recognition of patterns stored in memory.

“There is really no difference between the physician recognising a 
particular disease from a facial expression and a little child learning, 
pointing to something and saying doggie. The little child has no idea 
what the clues are but he just said, he just knows this is a dog without 
knowing why he knows”. 

Daniel Kahneman, Nobel Prize 2002
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Thinking, Fast and Slow
Daniel Kahneman

○Psychologist
○Nobel Prize in Economic Sciences in 2002
(shared with Vernon L. Smith)

for having integrated insights from psychological research
into economic science, especially concerning
human judgment and decision-making under uncertainty

Thinking, Fast and Slow (2011)
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What did you see?

What is she going to do?
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Thinking Fast
As surely and quickly as you saw that

● the young woman’s hair is dark,
you knew she is angry.

What you saw extended into the future.
● You sensed that this woman is about to 

say some very unkind words, probably in 
a loud and strident voice.
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Thinking Fast

You did not intend
● to assess her mood, or
● to anticipate what she might do.

Your reaction to the picture did not have 
the feel of something you did.

It just happened to you.

It was an instance of fast thinking.
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Thinking, Fast and Slow

17 x 24 = ?



What came to your mind?
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123

586

12.609
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Thinking Slow

17x24=

○ this is a multiplication problem

○ you knew that you could solve it

○ you would be quick to recognize that both 12,609 and 

123 are implausible

○ you would not be certain at first that answer is not 568
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Thinking Slow

A precise solution
did not come to mind

You felt you could choose

whether or not
to engage in the computation
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Thinking, Fast and Slow
If you engaged the computation, you proceeded through a sequence of steps.

you retrieved from memory
the cognitive program
then you implemented it

Carrying out the computation was a strain.

You felt the burden of:
● holding much material in memory,
● as you needed to keep track of

where you were and of where you were going,
● while holding on to the intermediate result.

https://pixabay.com/en/calculator-count-how-to-calculate-1019936/
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Thinking, Fast and Slow
Kahneman describes two different ways the brain forms thoughts:

● System 1: Fast, automatic, frequent, emotional, stereotypic, subconscious

● System 2: Slow, effortful, infrequent, logical, calculating, conscious

Deep Learning ≈ Thinking Fast
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Thinking, Fast and Slow

17 x 24 = 408



From Light to Bits
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From Light to Bits
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Deep Features / Representations

Low-level High-levelDigital ImagePhoto
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Acquisition Device 
(Camera, Scanner)

Photo Bits

photography digitalization

(compression)

From Light to Bits
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● The amount of time the image sensor is exposed to light
● Side effects with moving objects

Exposure Time / Shutter Speed
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● Opening
through which
light travels

● Affects
the depth of field

Aperture



36

● Same flowers with different apertures resulting in distinct depth of fields

Aperture / Depth of fields
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● The distance between the nearest 
and farthest objects in a scene that 
appear acceptably sharp in an image

● Precise focus is possible at only one 
distance; at that distance, a point 
object will produce a point image.

● When this circular spot is sufficiently 
small, it is indistinguishable from a 
point, and appears to be in focus; it 
is rendered as “acceptably sharp”.

Depth of Field
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Big Aperture,
Narrow Depth 
of Field

https://photographylife.com/what-is-depth-of-field

Small 
Aperture,
Large Depth 
of Field

Depth of Field

https://photographylife.com/what-is-depth-of-field
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•In Digital Photography ISO measures the sensitivity of the image sensor.

https://photographylife.com/what-is-iso-in-photography

ISO

https://photographylife.com/what-is-iso-in-photography
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ISO sensitivity

https://www.exposureguide.com/iso-sensitivity/

https://www.exposureguide.com/iso-sensitivity/
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ISO sensitivity – Shutter Speed

https://imaging.nikon.com/lineup/dslr/basics/13/index.htm

https://imaging.nikon.com/lineup/dslr/basics/13/index.htm
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From Light to Bits

Camera Photo Bits

photography digitalization

(compression)
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•Pixels (Picture Element) are samples of the original image

•Each pixel is expressed in a color space

From the GIMP software documentation

Still Images
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Trichromacy
•Humans have 3 types of sensors (cones): L, M and S.

•Colors are perceived by the interaction of at least 2 types of cones

•N. of perceived color between 1 and 10 mln
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●Are in the retina of the eye
●Are sensitive to less intense light than the others (black dotted line)

●Concentrated on the outer edges
●Used in peripheral vision and in low light

Rod Cells
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•Additive color model

•Based on human perception

•R, G, and B levels vary between devices

•Color management is needed

•Color spaces are used to ensure consistency

RGB
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Additive / Subtractive
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Additive Color Mode
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Subtractive Color Mode
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1878, Muybridge
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1878: The horse in motion 

first animated image sequences photographed in real-time
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Moving pictures
•first animated image sequences photographed in real-time
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Reel
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How many frames per seconds?

●Frame Per Seconds (FPS):
24: traditional 35 mm sound film starting from 1930
25: PAL (EU TV)
29.97: NTSC
48: The Hobbit: An Unexpected Journey
      (accused to breaks the suspension of disbelief)
50/60: HDTV
72: experimental
90/100: GoPro
120: UHDTV
144/240: Gaming monitors
300: Tested by BBC for sports broadcasts



55

FPS: recording vs display

FPS Recording > FPS Play
slow motion video

FPS Play > FPS Recording
time lapse

http://www.youtube.com/watch?v=9d8wWcJLnFI
http://www.youtube.com/watch?v=THA_5cqAfCQ


Storing and Sharing Images
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•Codec = coder-decoder (or compressor-decompressor)

•Software for encoding or decoding a data stream

•Lossy codecs (Quality vs Compression):
‐ Mostly based on human perception, trying to achieve better human perceived 

quality at a given predefined compression
‐ Examples: MPEG-2, MPEG-1 and 2 layer III (MP3), AAC, MPEG-2, H.264, DivX

•Lossless codecs (Original data can be perfectly reconstructed)
‐ Mostly based on statistical modelling
‐ Examples: LZW, FLAC, PNG, TIFF, etc.
‐ Transcoding between lossy formats results in loss of data 

Codec
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Image File Formats
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Sharing Image Collections
● IIIF - International Image Interoperability Framework (https://iiif.io)

● Set of open standards for delivering high-quality, attributed digital 
objects (images, audio/visual) online at scale.

● Born to “facilitate systematic reuse of image resources in digital 
image repositories maintained by cultural heritage organizations.”

https://iiif.io
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IIIF Image API
● Define how image data can be served and accessed (URL-based API)
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IIIF Presentation API
● Provides the information necessary to allow a rich, online viewing environment for 

compound digital objects to be presented to a human user.

● Manifest file in JSON format containing:

○ Descriptive metadata like labels, rights and other information
○ Links to Images and AV resources
○ Ordering of Images in sequences and table of contents

● Demos
https://uv-v3.netlify.app/

https://demos.biblissima.fr/chateauroux/osd-demo/ 

https://uv-v3.netlify.app/
https://demos.biblissima.fr/chateauroux/osd-demo/
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More on IIIF
● https://iiif.io/get-started/

● https://training.iiif.io/ 

● IIIF-compliant image servers: https://iiif.io/get-started/image-servers/ 
●

● IIIF-compliant image viewers: https://iiif.io/get-started/iiif-viewers/ 

https://iiif.io/get-started/
https://training.iiif.io/
https://iiif.io/get-started/image-servers/
https://iiif.io/get-started/iiif-viewers/


IMAGE CLASSIFICATION
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Image Classification

● Automatically assign an image to categories or classes of interest 
depending on its visual content only. (No metadata available).

● Several problems can be framed as image classification. E.g.:

Image
Classifier

Image
Classifier

● dog
● cat
● horse
● sheep
● …

Image
Classifier

normal

defect

generic object recognition

fine-grained animal/object recognition (birds, 
mushrooms, tree leaves, …)

anomaly/defect detection

medical diagnosis

Image
Classifier

normal

diabetic 
retinopathy

and many more….
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Deep Learning for Image Classification

● Understand relationships between input images and categories is often 
difficult to do manually (hand-crafted features).

● Most solutions use Deep Learning (specifically, artificial neural 
networks) to learn the mapping between image and category.

● Networks must be trained on a set of images to learn the specific 
mapping; neurons change connections to learn patterns during 
training.

● Once trained, the network is frozen and used to classify new images. 
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Multiple Levels Of Abstraction
AlexNet, 2012, Trained on a Classification task of 1,000 classes.

classification
First Layer Kernels

Low-level High-level
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Closed-set vs Open-set Classification
● Closed-set classification

○ We want to classify the input image into one of N predefined categories.
○ The classifier guesses the best one out of the N categories.
○ The classifier is trained on examples belonging to the N categories.
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Closed-set vs Open-set Classification
● Open-set classification

○ We do not have a predefined set of categories
○ The classifier is trained to extract generic image features/representations (a 

string of numbers!)
○ Image features are compared with novel category “prototypes” to check if 

they match

Feature 
Extractor

{0.3,...0.1}

input image 

{0.3,...0.1}

category prototype

image features

Compare match / don’t match
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Closed-set vs Open-set Classification
● Open-set classification

○ We do not have a predefined set of categories
○ The classifier is trained to extract generic image features/representations (a 

string of numbers!)
○ Image features are compared with novel category “prototypes” to check if 

they match

Feature 
Extractor

{0.3,...0.1}

input image 

{0.3,...0.1}

category prototype

image features

Compare match

Feature 
Extractor

category example 
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Closed-set vs Open-set Classification
● Open-set classification

○ We do not have a predefined set of categories
○ The classifier is trained to extract generic image features/representations (a 

string of numbers!)
○ Image features are compared with novel category “prototypes” to check if 

they match

Feature 
Extractor

{0.3,...0.1}

input image 

{0.3,...0.1}

category prototype

image features

Compare don’t match

Feature 
Extractor

category example 
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Closed-set vs Open-set Classification
● Open-set classification

○ We do not have a predefined set of categories
○ The classifier is trained to extract generic image features/representations (a 

string of numbers!)
○ Image features are compared with novel category “prototypes” to check if 

they match

Feature 
Extractor

{0.3,...0.1}

input image 

{0.3,...0.1}

category prototype

image features

Compare match

Text to
Features
Encoder

category
description (text) 

“a photo of 
a giraffe”



IMAGE RETRIEVAL
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Outline

● The Multimedia Information Retrieval. Why do we care?
● A brief look into textual retrieval (and his limitations)
● Image Retrieval
● Image Representations
● Deep Learning to obtain powerful representations
● Text-to-image retrieval
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Motivation
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Information Retrieval

“Information retrieval (IR) is finding 
material (usually documents) of an 
unstructured nature that satisfies an 
information need from within large 
collections (usually stored on 
computers).”

https://nlp.stanford.edu/IR-book/information-retrieval-book.html

https://nlp.stanford.edu/IR-book/information-retrieval-book.html
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Multimedia Information Retrieval

Multimedia Information Retrieval

● multimedia: “two or more different media” 
and refers to different modes of information 
consumption
○ listening, seeing, reading, watching, smelling etc

● multimedia information retrieval: we want the 
query and the retrieved documents to have 
possibly different modalities

Milton Keynes’s Peace Pagoda

Built by the monks and nuns of 
the Nipponzan Myohoji, this 
was the first Peace Pagoda…
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Challenges in Multimedia Information Retrieval

● The content to retrieve must be encoded in 
some way

○ Exploit metadata
○ Directly exploit the content (Content-Based 

Information Retrieval)

● Large scale scenarios
○ Billions of items to be retrieved in few milliseconds
○ E.g.: Google

filename: “tennis.jpg”
size: 1280x720
timestamp: 22 gen 2012
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Challenges in Multimedia Information Retrieval

● Multimedia data (e.g. images, videos) are not structured data
○ Not possible to use standard relational databases (e.g. MySQL)
○ An image cannot be directly stored as nice tabular data

unstructured structured

?
Image date size pixels(?)

…

cat.jpg 15/06/22 300x200 ???

…
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The analog way: Catalog card

A catalog card is
an individual entry
in a library catalog
containing
bibliographic information,
including author's name,
book title, etc…
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The importance of the Content

● In general, we need to search also the 
content

● Google indexes the content, so that we 
can search for something even in the 
content, not only in metadata

● For books (and textual documents in 
general) this is not too much difficult
○ Each document is a set of words
○ Find out how many words match with the 

query
○ We will see in few slides…
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Document

Information Retrieval System
In the more general terms, the main components are 
● A query
● A database of documents among which we want to search
The output is a subset of documents, the ones relevant to the 
given query, ranked by decreasing relevance

Query Query Processing

Document
Document

Document

Document

Document

Document
DocumentDocumentDocumentDocumentRanked

Documents

I need some 
information…
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There is ... a machine called the Univac ... whereby 
letters and figures are coded as a pattern of magnetic 
spots on a long steel tape. By this means the text of a 
document, preceded by its subject code symbol, can be 
recorded ... the machine ... automatically selects and 
types out those references which have been coded in 
any desired way at a rate of 120 words a minute

— J. E. Holmstrom, 1948

Textual retrieval

Historically, documents were only textual

● 1950s: textual document retrieval
● 1980s: multimedia documents acquired 
interest

○ Difficulty of processing “non-textual documents”
○ Medium mismatch problem, or semantic gap

■ E.g.: How to match an image with a text that 
describes it?
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A simple retrieval model for texts

Antony
Brutus
Caesar
merci

worser
…

The Tempest
Hamlet Macbeth

“merci”
“worser”

…

“Brutus”
“Caesar”
“merci”
“worser”

…
“Antony”
“Caesar”
“merci”

…

Words dictionary
from all the plays

I need the plays 
that contain words 

“Brutus” and 
“Caesar”
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The simple boolean model

● We create an incidence 
matrix that tells us which 
word appears in each of 
the documents

Documents (Shakespeare Plays)

W
or

ds
 d

ic
to

na
ry

● To answer the query Brutus AND Caesar AND NOT Calpurnia
○ We take the vectors for Brutus, Caesar and Calpurnia, complement the last, and 

then do a bitwise AND: 110100 AND 110111 AND 101111 = 100100 
○ The answers for this query are thus Antony and Cleopatra and Hamlet
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Can be improved but…
● This model could be improved by leveraging word occurrences

○ the more frequent a word, the more important it is
○ a word appearing too much in a corpus is not too significative (e.g, “the”)

● However, what about a query like:

I would like the 
Shakespeare play where 
the protagonist kills the 
advisor of the new king

?
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Problems

● The system works at a very low level, very “robotic”
○ Only exact word matching
○ What about synonyms? And what about the context? 

● This method does not scale to other media objects
○ Internet is full of less structured media objects that need 

to be stored and efficiently retrieved
■ Images, videos, audio
■ We cannot search these unstructured objects using exact 

match
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How to handle images, videos, …?
● Frame the problem as a text retrieval problem

○ For images, in principle we could rely on some 
metadata, e.g. the alternative text associated to 
the image HTML “alt” tag

○ For videos, use to the video description 
provided by the user that uploaded it

Extract text
“a girl playing tennis”

Extract texts

back to text retrieval
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How to handle images, videos, …?

● But…
○ Often these data is not available, or contain errors
○ Not representative of the whole multimedia element

● We often need to rely only on the content In the end, I have 
to read and 
understand the 
whole book… 

Looking at the content →high level understanding 
→certain degree of intelligence
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Image Retrieval
● Find images similar to the one given as a query
● Query by example

● We cannot define a precise matching criterion between 
images, but…

● We can quantify in some way their similarities
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Paradigm shift: similarity search

● Encode a media object (a text, an image, or a video) into some 
numerical representation (or feature)

● Measure the similarity between the representation of the query 
and the representation of the documents in the database

I need some 
information…

Database Document 
Representation Index

Query Query 
Representation Similarity

Document
DocumentDocumentDocumentDocumentRanked

Documents

Sort by decreasing 
similarity

{0.3, 0.5 ... 0.1}

{0.6, 0.5 ... 0.1}
{1.2, 0.7, ... 0.6}
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Image Retrieval: what does “similar” mean?

similar?
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What’s This?

What's this?
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The Scream, Edvard Munch
●The file at 

http://upload.wikimedia.org/.../475px-The_Scream.jpg

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The Scream, Edvard Munch
●The file at 

http://upload.wikimedia.org/.../475px-The_Scream.jpg

●One of the files of the same picture as

http://upload.wikimedia.org/.../475px-The_Scream.jpg


96

The Scream, Edvard Munch
●The file at 

http://upload.wikimedia.org/.../475px-The_Scream.jpg

●One of the files of the same picture
●Almost the same as

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The Scream, Edvard Munch
●The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

●One of the files of the same picture
●Almost the same
●A picture of the object at National Gallery, Oslo as

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The Scream, Edvard Munch
●The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

●One of the files of the same picture
●Almost the same
●A picture of the object at National Gallery, Oslo
●One of “The Scream” by Edvard Munch as

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The Scream, Edvard Munch
●The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

●One of the files of the same picture
●Almost the same
●A picture of the object at National Gallery, Oslo
●One of “The Scream”s by Edvard Munch
●A painting by Edvard Munch as

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The Scream, Edvard Munch
● The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

● One of the files of the same picture
● Almost the same
● A picture of the object at National Gallery, Oslo
● One of “The Scream”s by Edvard Munch
● A painting by Edvard Munch

●One of “The Scream”s by various artists 
as

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The Scream, Edvard Munch
● The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

● One of the files of the same picture
● Almost the same
● A picture of the object at National Gallery, Oslo
● One of “The Scream”s by Edvard Munch
● A painting by Edvard Munch
● One of “The Scream”s by various artists

●An expressionist painting as 

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The Scream, Edvard Munch
● The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

● One of the files of the same picture
● Almost the same
● A picture of the object at National Gallery, Oslo
● One of “The Scream”s by Edvard Munch
● A painting by Edvard Munch
● One of “The Scream”s by various artists
● An expressionist painting

●A painting as 

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The Scream, Edvard Munch
● The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

● One of the files of the same picture
● Almost the same
● A picture of the object at National Gallery, Oslo
● One of “The Scream”s by Edvard Munch
● A painting by Edvard Munch
● One of “The Scream”s by various artists
● An expressionist painting
● A painting 

●An hand made object as

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The Scream, Edvard Munch
● The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

● One of the files of the same picture
● Almost the same
● A picture of the object at National Gallery, Oslo
● One of “The Scream”s by Edvard Munch
● A painting by Edvard Munch
● One of “The Scream”s by various artists
● An expressionist painting
● A painting 
● An hand made object

●An artificial object
being the product of intentional human manufacture

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The Scream, Edvard Munch
Low-level

High-level

• The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

• One of the files of the same picture

• Almost the same

• A picture of the object at National Gallery, Oslo

• One of “The Scream”s by Edvard Munch

• A painting by Edvard Munch

• One of “The Scream”s by various artists

• An expressionist painting

• A painting 

• An hand made object

• An artificial object
being the product of intentional human manufacture

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The Scream, Edvard Munch
• The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

• One of the files of the same picture

• Almost the same

• A picture of the object at National Gallery, Oslo

• One of “The Scream”s by Edvard Munch

• A painting by Edvard Munch

• One of “The Scream”s by various artists

• An expressionist painting

• A painting 

• An hand made object

• An artificial object
being the product of intentional human manufacture

Classification

Matching

Recognition

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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Similarity between different representations

It is possible to define a concept of similarity for these different 
levels of abstraction

instance similarity 
(very low abstraction)

semantic similarity 
(very high abstraction)
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• The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

• One of the files of the same picture

• Almost the same

• A picture of the object at National Gallery, Oslo

• One of “The Scream”s by Edvard Munch

• A painting by Edvard Munch

• One of “The Scream”s by various artists

• An expressionist painting

• A painting 

• An hand made object

• An artificial object
being the product of intentional human 
manufacture

How can we associate a 
representation to each one of these 

abstraction levels?

http://upload.wikimedia.org/.../475px-The_Scream.jpg


Image Representations
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Image retrieval setup

I need images 
resembling 

this one
Database Image 

Representation Index

Query Image 
Representation Similarity Sort by decreasing 

similarity
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Representations and similarities

Image Encoder

Image Encoder

Similarity 95% very similar

All boils down to

● Finding an image encoder that outputs good representations
● Measuring the similarity between these two representations

image representation
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Representation / Features

An image is converted into a set of numbers, called vector
It can be considered the “fingerprint” of that image

Image Encoder ? {0.3, 0.5 ... 0.1}
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Representation / Features

classification
“cat”

Digital Image

Encoder

An encoder (or feature extractor)
takes an input (e.g., an image)
and produce a representation (or descriptor)
that is used (in place of the image) for the specific task.

{0.3, 0.5 ... 0.1}

A representation
(a feature)

in a latent space

feature
extractor
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Handcrafted features
● Before Deep Learning, handcrafted features/representations:

○ Human is always in the loop
○ He chooses what is important in the picture for creating a numerical 

representation

What is 
important to 
recognize a cat?

ears 
shape

nose 
shape

length 
of tail

{0.3, 0.5 ... 0.1}

nose shape ears
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Representation / Features

Global Features:
○color, edge, texture etc...

Local Features:
○representation of interest points/regions

○for image stitching or object recognition
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Handcrafted features

Image Encoder ? {0.3, 0.5 ... 0.1}

● Good for low level features
○ Colors, shapes, important keypoints

● But how can we define a priori the characteristics of the image 
that enable us to recognize complex entities (e.g., a “cat”, or a 
“tower”)?
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Deep learning (from Nature)

AI

Machine 
Learning

Repres.
Learning

Deep 
Learning

Representations are 
learned from data! 
No more handcrafted! Representations are learned 

inside multiple layers of a 
deep neural network
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A Deep Neural Network

dendrites = inputs
axon terminals = outputs

Every neuron in each layer is connected to all (or some) of the 
neurons of the previous layer
● Feed Forward Neural Networks 
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A Deep Neural Network

● The input could be an image
● The output the class of the object contained in the image (e.g., a 
“cat”) 

probability that is a tower

probability that is a dog

probability that is a flower

…
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Deep Learning vs standard Machine Learning



121

Deep learning (from Nature)

Representation learning methods:
allow a machine to be fed with raw data and to automatically discover the 
representations needed for classification.

Deep-learning are representation learning methods
○ with multiple levels of representation, obtained by

○ composing simple modules that

○ transform the representation at one level
into a representation at a higher,
slightly more abstract level.
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The Scream, Edvard Munch
Low-level

High-level

• The file at http://upload.wikimedia.org/.../475px-The_Scream.jpg

• One of the files of the same picture

• Almost the same

• A picture of the object at National Gallery, Oslo

• One of “The Scream”s by Edvard Munch

• A painting by Edvard Munch

• One of “The Scream”s by various artists

• An expressionist painting

• A painting 

• An hand made object

• An artificial object
being the product of intentional human manufacture

http://upload.wikimedia.org/.../475px-The_Scream.jpg
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The training procedure

A deep network should be trained before being used
How is training performed?

car? no, is a cat!

dog? no, is a cat!

lion? no, is a cat!

yes!cat?

The network in this case learns like small childs (direct supervision)
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Supervised learning… Sometime it fails

What’s your 
biggest 
strength?

Expert in 
machine 
learning

What’s 
9+10?

It’s 3
No, 
it’s 19

It’s 16
No, 
it’s 19

It’s 19

You are 
hired!

Direct supervision does not 
always work
● works generally well but it is 
often overused

● does not work easily with 
logical or mathematical 
reasoning

● intuition vs reasoning
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A nice side-effect

After the training is completed, we can observe the rise of nice 
representations from the intermediate layers!

The first layers learnt low level details (textures)

The higher layers learnt very semantic details (faces, objects)
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Multiple Levels Of Abstraction
AlexNet, 2012, Trained on a Classification task of 1,000 classes.

classification
First Layer Kernels

Low-level High-level
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The Overall Picture

Digital Image
indexing

Encoder {0.3,...0.1}{0.4,...0.2} Encoder ... Encoder {0.9,...0.3}

Photo

Deep Features / Representations

Low-level High-level

capable of recognizing 
● fur texture
● body parts (ears, nose, mouth)

capable of recognizing
● the cat
● a person in the background
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● Define a similarity between representations
● Similarity between representations as a way to measure the 
similarity between different images
○ of course, using representations from different levels bring to a different 

idea of relevance
■ low-level (instance) similarity
■ high-level (semantic) similarity



Similarity between 
Representations
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Representations and similarities

Image Encoder

Image Encoder

Similarity 95% very similar

image representation
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Representations in the space
{0.3, 0.5, 0.1}● The representations are list of numbers

● They can be represented in a cartesian space

0.3

0.1
0.5

Image Encoder
Image Encoder

{1.6, 0.3, 1.4}

x

y

z

{0.3, 0.5, 0.1}
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Distance between representations

● We can define a distance between representations
● Usually, Euclidean distance, a.k.a. Pythagorean Theorem

0.3

0.1
0.5

x

y

z

{1.6, 0.3, 1.4}

{0.3, 0.5, 0.1}

This is how in the game 
of boules we measure 
distances between the 

balls.

d 
= 1

.8
5
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Euclidean distance (in 2D)
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Similarity

● We can define the similarity as the opposite of the distance
● The more distant, the less similar they are

x

y

z

1°
2°

3°
4°

Again, this is actually 
the method used for 

assigning points in the 
game of boules! You 

have to find out which 
bowl is the nearest to 

the target ball
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Back to image retrieval

I need images 
resembling 

this one

Database Image 
Representations

Query Image 
Representation

x

y

z

1°
2°

3°
4°

That’s a very 
relevant result!
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Scaling up this idea

I need images 
resembling 

this one

Query Image 
Representation

● Retrieve more than 1 result
○ k-nearest neighbor (k-NN) search

x

y

z
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Scaling up this idea

Usually, the features have 512 or more dimensions, 
not just 3

● Difficult to visualize for us, that we live only in a 
3-dimensional world

● Mathematically, this is possible without loss of 
generality

○ The Euclidean distance is still defined
● High-dimensional representations carry more 
information
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Operatively

1. Compute representations from all the images in the 
database D = {I1, I2, … In }

2. Compute representation from the query image Iq
3. Compute the Euclidean distances between q and all the 

images in D
4. K-nearest-neighbor search: sort these distances in 

decreasing order (or, in other words, by increasing similarity) 
and take the first k results

Database
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Different representations, different similarities

By taking representations at different layers of the deep network, 
we give a different meaning to our similarity measure

Digital Image
indexing

Encoder {0.3,...0.1}{0.4,...0.2} Encoder ... Encoder {0.9,...0.3}

Photo

Deep Features / Representations

Low-level High-level



Elements of text-to-image search
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● As of now, we used an image as query for retrieving other images
○ image → image

● What about using another modality as a query?
○ text → image

Using text as a query

“A football 
player kicked 

the ball”

image → image

text → image
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Google image search
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Advantages

● In many cases it is not convenient to search using an image as a 
query
○ Imagine to always search images in Google using other images

● The natural language is natively less ambiguous than an image

I see a cat with a 
long fur over 
some books

I see a cat near a 
library in the 
street

I see some persons 
in the street walking 
behind a cat
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A trivial solution

Use the textual metadata associated to the image (e.g., in the alt 
text) to perform a textual search

“a girl playing tennis” Extract texts

text retrieval

● Google partially works in this 
way

● What if we don’t have textual 
descriptions for images?

Textual query
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Text-to-image similarity search

Database Image 
Representation Index

Query Textual 
Representation Similarity Sort by decreasing 

similarity

“I would like the 
images depicting 
the Eiffel tower in 
a sunny day”

This similarity is between an 
image representation and a 
textual representation!
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A deep network for texts!

Text Encoder ? {0.5, 0.7 ... 0.2}
“I would like the images 
depicting the Eiffel tower in a 
sunny day”

I

would

like

the 

…

…

sunny

day

{0.1, 0.23 ... 0.5}

{0.13, 0.2 ... 0.5}

{0.18, 0.1 ... 0.2}

{0.3, 0.45 ... 0.9}

{0.1, 0.2 ... 0.33}

{0.05, 0.2 ... 0.3}

Words 
Encoder
Network

Aggregation
Network {0.5, 0.7 ... 0.2}
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The similarity computation

If the image representations and the textual 
representations have the same dimensions, 
they can be compared in the same space!

● We reuse the similarity framework developed 
before for image-image searches

● We can compute the Euclidean distance 
between textual and image representations

x

y

z

image featuretextual feature
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The common visual-textual space 

Text 
Encoder

A red sign in front of a semaphore 
while a car is passing

A dog is sitting on the passenger 
seat of a parked vehicle

Image 
Encoder

Common SpaceTextual pipeline Image pipeline
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Generalizing to multiple modalities

Every multimedia object can be converted in a numerical 
representation using deep neural networks

{0.5, 0.7 ... 0.2}

Using k-NN search in a common 
space, we can easily perform:

text → image

text → text

text → video

image → text

audio → text

text → audio, video



Questions?

The end!


